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Want to hear about the latest Azure Landing Zones -
Azure Landing Zone events, news, Notifications - Sign Up
surveys etc.?

If so, sign up to our mailing list:

aka.ms/alz/notifications/signup

e You can also opt out, if registered, by heading to:
A aka.ms/alz/notifications/optout




Before we get started... s ‘

At any point, if you have a question please put it
in the chat!

(we have members of the team here to help &)

Also we may stop and discuss your
question/point at that time, we want this to be
an open discussion with all of you &
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Platform

The options below provide an opinionated approach to deploy and operate the Azure landing zone conceptual

architecture as detailed in the Cloud Adoption Framework (CAF). It's important to note that, depending upon

Accelerators B+ _.

Cloud operating model roles and responsibilities

customizations, the resulting architecture might not be the same for all the options listed below. The differences
between the options are how you deploy the architecture. They use differing technologies, take different approaches
and are customized differently.

The Cloud Adoption Framework describes four common cloud operating models. The Azure identity and access for

landing zones recommends five role definitions (Roles) you should consider if your organizations cloud operating

Azure Architecture Center Deployment option  Description

model requires customized Role Based Access Control (RBAQ). If your organization has more decentralized operations,

the Azure built-in roles may be sufficient.
Y Azure landing zone An Azure portal-based deployment that provides a full implementation of the conceptual architecture, along

Portal accelerator with opinionated configurations for key components such as management groups and policies.

Browse all Architectures
The table below outlines the key roles for each of the cloud operating models.

Architecture icons

Role Decentralized Centralized Enterprise Azure landing zone This accelerator provides an orchestrator module, but also allows you to deploy each capability individually

operations operations operations

Distributed operations

What's new Terraform accelerator  or in part.

Azure platform owner (such ~ Workload team Central cloud Enterprise Based on portfolio analysis - see
as the built-in Owner role) strategy architect in CCoE Business alignment and Business
commitments Bicep accelerator

Azure landing zone A modular accelerator where each module encapsulates a core capability of the Azure landing zone

v i g
La ﬂdlﬂg Zones conceptual architecture. While the modules can be deployed individually, the design proposes the use of

orchestrator modules to encapsulate the complexity of deploying different topologies with the modules.
Network management Workload team Central IT Central Central Networking for each

(NetOps) Networking in distributed team + CCoE
CCoE

Deployment Options

~ Design guides In addition, after deploying the landing zone, you will need to plan to operate it and maintain it. Review the guidance
Security operations Workload team  Security operations  CCoE + SOC Mixed - see: Define a security on how to Keep your Azure landing zone up to date.

v Landing zone implementations (ecOps) center (500) strategy

Subscription owner Workload team Central IT Central IT +

Bicep landing zone implementation Application

Owners

CCoE + Application Owners

Application

Application landing zones are one or more subscriptions that are deployed as environments for workloads or

Terraform landing zone implementation

Application owners Workload team Workload team Central IT +
(DevOps, AppOps) Application

Subscription vending implementation Ouners

CCoE + Application Owners
applications. These workloads can take advantage of services deployed in platform landing zones. The application

landing zones can be centrally managed applications, decentralized workloads, or technology platforms such as Azure

Kubernetes Service that host applications

You can use the options below to deploy and manage applications or workloads in an application landing zone.

Subscription Vending

Application Description

AKS landing zone accelerator An open-source collection of ARM, Bicep, and Terraform templates that represent the strategic
design path and target technical state for an Azure Kubernetes Service (AKS) deployment.

Once the platform landing zone is in place, the next step is to create and operationalize application landing zones for

workload owners. Subscription democratization is a design principle of Azure landing zones that uses subscriptions as

a

units of management and scale. This approach accelerates application migrations and new application development.

Subscription vending standardizes the process for requesting, deploying, and governing subscriptions, enabling
application teams to deploy their workloads faster. To get started, see subscription vending implementation guidance,

then review the following infrastructure-as-code modules. They provide flexibility to fit your implementation needs.

Deployment option Description

Bicep Subscription The Subscription Vending Bicep module is designed to accelerate deployment of the individual landing
Vending zones (aka Subscriptions) within an Azure Active Directory Tenant on EA, MCA & MPA billing accounts.

Terraform Subscription  The Subscription Vending Terraform maodule is designed to accelerate deployment of the individual landing
Vending & zones (aka Subscriptions) within an Azure Active Directory Tenant on EA, MCA & MPA billing accounts

aka.ms/ALZ/AA

Azure App Service landing
zone accelerator

Azure APl Management
landing zone accelerator

SAP on Azure landing zone
accelerator

HPC landing zone accelerator

Azure VMware Solution
landing zone accelerator

Azure Virtual Desktop Landing
Zone Accelerator

Azure Red Hat OpenShift
landing zone accelerator

Azure Arc landing zone
accelerator for hybrid and
multicloud

Proven recommendations and considerations across both multi-tenant and App Service
Environment use cases with a reference implementation for ASEv3-based deployment

Proven recommendations and considerations for deploying APIM management with a reference
implementation showcasing App Gateway with internal APIM instance backed Azure Functions as
backend.

Terraform and Ansible templates that accelerate SAP workload deployments using Azure Landing
Zone best practices, including the creation of Infrastructure components like Compute, Networking
Storage, Monitoring & build of SAP systems.

An end-to-end HPC cluster solution in Azure using tools like Terraform, Ansible, and Packer. It
addresses Azure Landing Zene best practices, including implementing identity, Jump-box access,
and autoscale.

ARM, Bicep, and Terraform templates that accelerate VMware deployments, including AVS private
cloud, jumpbox, networking, monitoring and add-ons.

ARM, Bicep, and Terraform templates that accelerate Azure Virtual Desktop deployments, including
creation of host pools, networking, storage, monitoring and add-ons.

An open source collection of Terraform templates that represent an optimal Azure Red Hat
OpenShift (ARO) deployment that is comprised of both Azure and Red Hat resources.

Arc enabled Servers, Kubernetes, and Arc-enabled SQL Managed Instance see the Jumpstart ArcBox

overview.
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ALZ What's New?

https://aka.ms/ALZ/WhatsNew

Single place to
stay up-to-
date

Updates | T,

in Enterprise Scale/Azure Landing Zones:

March 2024

Documentation

* Added new AMA Policies and Initiatives to AL cumentation.

Tooling

* Add new Regulaton npliance Poli signment flexibility feature

* Added ARM template to enable Microsoft Defender for Cloud as part of the deployment. Policie

Update M
the rem

same scope
o To update an existing deployment:
= For each of the VMInsights and ChangeTracking Initiative assignments:
Only required for the Initiatives assigned to Landing Zones Management group scope
50 to the Initiative assignment, go to the Managed Identity tab and copy the Principal ID

t the Platform Management group and go to Access control (IAM)

Add a new role assignment and assign the Reader role the Principal ID that was copied in the first step.

each of the Azure Update Manger Initia ssignments:

Applies to the Initiatives assigned to both the Landing Zones and the Platform Management group
scopes

5o to the Initiative assignment, to the Managed |dentity tab and copy the Principal 1D

same management group as the assignment opied the Prin

Add a new role a ator role the Principal ID that was copied

in the first step.


https://aka.ms/ALZ/WhatsNew

Azure Virtual Network Manager in Azure
Landing Zones

Networking —
AVNM (e

~ Metwork topology and connectivity

iptions for

Overvie
~ Topology

Define an Azure network topology Hub and spoke

Traditional Azure networking

118 Ilg}"

4>

4> ‘ 4 ‘

\/\/

/\/‘\/\
4>

Virtual WAN network
(M soft-managed) 4
Plan for IP addressing

(@ Note
s :

Azure Virtual Network Manager does not support Azure Virtual WAN hubs as part of a network

group or as the hub in a topology. For more information, see Azure Virtual Network Manager FAQ.



https://learn.microsoft.com/azure/cloud-adoption-framework/ready/azure-best-practices/define-an-azure-network-topology#azure-virtual-network-manager-in-azure-landing-zones

New Addition to CAF + Updates %

Networking —
Multi-Region D

Farwarder
M4

HUE VNt HUB Vhst
4

On-promises netwark

25| Whaat Pearing v . “e 3| Wit Pasrng

Spokel/M1 SpakeVM1 SpokeVM1
0.0 10024

@ 2 Vhat
Azure Regien 1 Amura Regien 2
West Europe Southeast Asia

ources : . . . . .
The follo m S y architecture

Private Link and DNS integration at scale

D -premises and Azure r

Plan for virtual machine rem



https://learn.microsoft.com/azure/cloud-adoption-framework/ready/azure-best-practices/private-link-and-dns-integration-at-scale
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New CAF Doc ©

Manage application development e 8, Management group and subscription organization
environments in Azure landing zones

Tenant root group

Management groups

ntribut
Platform

—— t 1

Manage application § ==
development
environments in Azure S5 S

Development

landing zones .

Subscriptions

Production

@ Note

The guidance in this article is only for workload or application landing zones. For testing and

environment segregation for the Azure landing zone platform its e Testing approach for Azure

Management groups d and pro

g lue.

.Managemenlsmupandsubs iption organization
SO

Management group

Application environments

. In pra

in't



https://learn.microsoft.com/azure/cloud-adoption-framework/ready/landing-zone/design-area/management-application-environments
https://learn.microsoft.com/azure/cloud-adoption-framework/ready/landing-zone/design-area/management-application-environments
https://learn.microsoft.com/azure/cloud-adoption-framework/ready/landing-zone/design-area/management-application-environments
https://learn.microsoft.com/azure/cloud-adoption-framework/ready/landing-zone/design-area/management-application-environments

New CAF Doc ©

Regulatory considerations

Modify an Azure landing zone
architecture to meet requirements across
multiple locations

Arti 6 nt

Modify an Azure landing i
zone architectureto [
meet requirements , |

across multiple locations [EEu_—_— EE———

Considerations for ISVs

There are tf
 Pure software as a service (SaaS): Tt
o Customer deployed: Tl deploy

* Dual-deployment SaaS: Th el coml

Management groups

Microsoft E

ironments

tenant

Modify a landing zone to meet

Tenant root group

1

” Contoso Ops . Contoso Ops . Contoso Ops
- EU Standard = EU Restricted -us

requirements across multiple locations

Platform Landing Platform Landing Platform Landitg
zones.

z0nes zones



https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/landing-zone-multinational
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/landing-zone-multinational
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/landing-zone-multinational
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/landing-zone-multinational

ew CAF Doc

Incorporate Zero Trust practices in your
landing zone

0 I a te Ze I 0 Article = 20/12/2023 - 2 contributors ¢4 Feedback

In this article

Trust practices
in your landing

Secure applications

Show 5 more

Landing zone design area Zero Trust pillar

Azure billi Microsoft En dentity p . - - . . . . .
| ] Azure billing and Microsoft Entra tenant Identity pillar Zero Trust is a security strategy in which you incorporate products and services into your design and

implementation to adhere to the following security principles:
G Identity and access management Identity pillar,

Applications pillar, » Verify explicitly: always authenticate and authorize access based on all available data points.

Data pillar

* Use least-privilege access: limit users to just-enough access, and use tools to provide just-in-time

Aesource o izat aentity p . . . - . .
L] Resource organization Identity pillar access with considerations to adaptive risk-based pclicies.

G 0 Governance Visibility, automation, and orchestration pillar * Assume breach: minimize the blast radius and segment access, proactively look for threats, and

~ Secu I'It}‘ continually improve defenses.

Q @ m Management Endpaints pillar,

Applications pillar,

Overview If your organization adheres to the Zero Trust strategy, you should incorporate Zero Trust-specific

Data pillar, deployment objectives into your landing zone design areas. Your landing zone is the foundation of your

Secure privileged access Infrastructure pillar workloads in Azure, so it's important to prepare your landing zone for Zero Trust adoption.

Network topology and connectivity Networks pillar This article provides guidance for integrating Zero Trust practices into your landing zone and explains

Encryption and keys

where adherence to Zero Trust principles requires solutions outside your landing zone.

Security All Zero Trust pillars

Service enablement framework

o Platform automation and DevOps Visibility, automation, and orchestration pillar

Zero Trust pillars and landing zone design areas

Security control mapping

Not all of the Zero Trust deployment objectives are part of a landing zone. Many Zero Trust deployment When you implement Zero Trust practices in your Azure landing zone deployment, you should begin by

In {Ol’pﬂl’ﬂtﬂ' Zero Trust pl’ﬂCtiCES in your considering the Zero Trust guidance for each landing zone design area.

objectives are for designing and releasing individual workloads to Azure.

Ianding Zone For considerations about designing a landing zone and guidance for critical decisions in each area, see

The following sections review each pillar and provide considerations and recommendations for

. . - Azure landing zo esign areas.
implementing deployment objectives. Azure landing zone design areas

The Zero Trust medel has pillars that are organized by concepts and deployment objectives. For more

information, see Deploying Zero Trust solutions.

These pillars provide specific deployment objectives that help organizations align with Zero Trust
principles. These objectives go beyond technical configurations. For example, the networking pillar has a
deployment objective for network segmentation. The objective doesn't provide information on how to
configure isolated networks in Azure but instead offers guidance for creating the architecture pattern.

There are other design decisions to consider when you implement a deployment objective.


https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/design-area/security-zero-trust
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/design-area/security-zero-trust
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/design-area/security-zero-trust
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/landing-zone/design-area/security-zero-trust

IPv6 considerations

An increasing number of organizations are adopting IPv6 in their environments. This adoption is driven

by the public IPv4 space exhaustion, private IPv4 scarcity, especially within large-scale networks, and the

need to provide connectivity to IPv6-only clients. There’s no universal approach to adopting IPv6. There

are, however, best practices that you can follow when you plan for IPv6 and implement it in your existing

The Microsoft Cloud Adoption Framework for Azure helps you understand the considerations to take

A typical deployment that uses an NVA might look like this:

into account when you create systems in the cloud. To learn about architectural best practices for i Application NSG; IPv4 Frontend |yeg|'™V6 !
® lesigni inable sv o A landi o deci incioles in-denth rec lati ] subnet J NsG subnet JNSG
designing sustainable systems, see Azure landing zone design principles. For in-depth recommendations i e “ rules |
re S S I n and best practices regarding your cloud architecture, including reference architecture deployments, D g
diagrams, and guides, see the Architecture Center guide for IPv6. 2 Vet IPv4-only i
H Linux VM
Design considerations: "
- * Phase your IPv6 adoption. Based on your business needs, implement IPv6 where needed. : D O Ipvd 1Pva ;
Metwork tOpD|Ogj,-' and co I'II"II':"CtI"..-'I'tj,-' Remember that IPv4 and IPv6 can coexist as long as necessary. and '
' Windows VM 1PV6 ;
- ¢ In scenarios where applications rely on infrastructure as a service (laa$S) services that have full IPvé
Overview o ) , e ‘ ; ‘
support, like virtual machines (VMs), native end-to-end use of IPv4 and IPv6 is possible. This i
configuration avoids translation complications and provides the most information to the server and T --- - DDoS Protection :
Topology o P P
application.
) 1Pva T T IPV6
Define an Azure network topology You can deploy Basic-SKU internet-facing Azure load balancers with an IPv6 address. This
configuration enables native end-to-end IPv6 connectivity between the public internet and Azure
Traditional Azure networki ng VMs via the load balancer. This approach also facilitates native end-to-end outbound connections Internet

t | between VMs and IPv6-enabled clients on the public internet. Note that this approach requires
opolo - . i ions:
P gy every device in the path to handle IPv6 traffic. Design recommendations:

. . . . Here's a closer look at what a typical architecture might look like:
The native end-to-end approach is most useful for direct server-to-server or client-to-server

Virtual WAN network topology

communication. It's not useful for most web services and applications, which are typically protected

(Microsoft-managed)

by firewalls, web application firewalls, or reverse proxies. e
1va-only
.
Plan for IP addressing
Front-end subnet Application subnet
10008427 10010/24

ace:cabdeca:deed: /64

VMSS Flux \ { s Fles

100.0.68 100.16
ace:cab:deca:deed: 4

-3 ]

100069 } i 1017
oce:cabideco.deed:S / H

Azure 1B
10015

1Pvé /iPvE iPva-only


https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/azure-best-practices/plan-for-ip-addressing#ipv6-considerations
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/azure-best-practices/plan-for-ip-addressing#ipv6-considerations

New CAF Doc

Advanced Azure Policy management

Article = 05/01/2024 - 2 contributors ¢4 Feedback

Reasons to use EPAC

In this article

I [ ]
This article describes how to manage Azure Policy at scale by using infrastructure as code (1aC). Policy-
driven governance is a design principle for Azure landing zones. It helps to ensure that the applications
I l l a n a e I I l e n you deploy comply with your organization’s platform. It can take considerable effort to manage and test

policy objects across an environment to ensure that compliance is met. Azure landing zone accelerators

at is Enterprise Policy as Code (EPAC)? You can use EPAC to deploy and manage Azure landing zone policies. You might want to consider

Reasons to use El implementing EPAC to manage policies if:
Get started L. - ) ) )
* You have unmanaged policies in an existing brownfield environment that you want to deploy in a
Replace existing policy deployment solutions new Azure landing zone environment. Export the existing policies &, and manage them with EPAC

Next steps alongside the Azure landing zone policy objects.

You have an Azure deployment that doesn't fully align to an Azure landing zone, for example

multiple management group structures for testing or a nonconventional management group
structure. The default assignment structure that other Azure landing zone deployment methods

provide might not fit your strategy.

You have a team that's not responsible for infrastructure deployment, for example a security team

help to establish a secure baseline, but your organization might have further compliance requirements that might want to deploy and manage policies.

that you must meet by deploying other policies.

You require features from policies that aren't available in the Azure landing zone accelerator

~ Enhance

deployments, for example policy exemptions and documentation.

What is Enterprise Policy as Code (EPAC)?

EPACE is an open-source project that you can use to integrate laC and manage Azure Policy. EPAC is

Expand your landing zone
panay J Get started

The EPAC GitHub repository provides detailed steps to start managing Azure Policy. Consider the

Imprcn ve Ia |1d|ng Zone D[CIE'FEItIC'I"IS built upon a PowerShell medule and published to the PowerShell Gallery. You can use the features of this

project to: following factors when determining whether the project is a good fit for your environment:

Testing approach for Azure landing zones

. . . . ® Environment topology: Multiple tenancies and complicated management group structures are
* Create stateful policy deployments. The objects that are defined in the code become the source of porody: P P J group

supported. Consider how you want to structure your policy as code deployments to fit the

Landing zone sandbox environments truth for policy objects deployed in Azure.

topology, so multiple teams can manage pelicies and test new policy deployments.

Permissions: Consider how you manage permissions for the deployment, especially for roles and

Implement complex policy management scenarios, such as multitenant and sovereign-cloud

Landing zone regions

deployments. identities. EPAC provides multiple stages to deploy beoth the policies and role assignments, so

separate identities can be used.

¥ PO“":}"' man agement Export and integrate policies to incorporate existing custom policies that were developed prior to

) Existing policy deployments: In a brownfield scenario, you might have existing policies that must
the Azure landing zone deployment.

remain in place while EPAC is deployed. You can use the desired state strategy® to ensure that

Advanced Azure Policy management

. . . . EPAC manages only the defined policies and preserves existing policies.
Create and manage policy exemptions and policy documentation.

Deployment methodology: EPAC supports Azure DevOps, GitHub Actions, and a PowerShell module

Use sample workflows to demonstrate Azure Policy deployments with GitHub Actions or Azure to help deploy policies. You can use the sample pipelines in the EPAC starter kit and adapt them

Pipelines. to your environment and requirements.

Export noncompliance reports and create remediation tasks. Follow the quickstart guide® to export policy objects in your environment and get familiar with how

EPAC manages Azure Palicy.

For issues with the code or documentation, submit an issue in the GitHub repository .

Replace existing policy deployment solutions

EPAC replaces the policy deployment capabilities of the Azure landing zone accelerators. When you use
these accelerators, you shouldn't use them to deploy Azure Policy because EPAC is the source of truth for

policy in the environment.


https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/policy-management/enterprise-policy-as-code
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/policy-management/enterprise-policy-as-code
https://learn.microsoft.com/en-gb/azure/cloud-adoption-framework/ready/policy-management/enterprise-policy-as-code

Azure Governance

Visualizer

Accelerator guidance

v Landing zones
Deployment Options

> Platform landing zone design
guides

v Application landing zone design
guides

Azure Governance Visualizer

Accelerator

Azure Governance Visualizer
Accelerator guidance

Azure

Organizations can use the Azure Governance Visualizer to capture pertinent

governance information about their Azure tenants. The tool captures:

Management group hierarchy.

Policy information, such as custom policy definitions, orphaned custom
policy definitions, and policy assignments.

Role-based access control (RBAC) information, such as custom role
definitions, orphaned custom role definitions, and role assignments.
Azure security and best practice analysis.

Microsoft Entra ID insights.

The Azure Governance Visualizer accelerator runs the visualizer in an
automated way through Azure Pipelines or GitHub Actions. The visualizer
outputs the summary as HTML, MD, and CSV files. Ideally, the generated

HTML report is made easily accessible to authorized users in the organization.

This article shows you how to automate running the Azure Governance
Visualizer and host the reporting output securely and cost effectively on the

Web Apps feature of Azure App Service.

An example implementation is available on GitHub at Azure Governance

er accelerator?.

Architecture

] Management Groups

e Groups &

Custom Roles and Role

Download a Visio file? of this architecture.

Data flow

The solution architecture implements the following workflow:

. A timer triggers the GitHub Actions flow.

. The flow makes an OpenlID Connect connection to Azure. It then runs
the Azure Governance Visualizer tool. The tool collects the required
insights in the form of HTML, MD, and CSV reports.

. The reports are pushed to the GitHub repository.

4. The HTML output of the Azure Governance Visualizer tool is published
to App Service.




IAM Design Area Refresh & Update

Refreshed Identity and Access
Management CAF documentation -
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https://aka.ms/alz/iam
https://techcommunity.microsoft.com/t5/azure-governance-and-management/refreshed-identity-and-access-management-caf-documentation/ba-p/4067862
https://techcommunity.microsoft.com/t5/azure-governance-and-management/refreshed-identity-and-access-management-caf-documentation/ba-p/4067862
https://techcommunity.microsoft.com/t5/azure-governance-and-management/refreshed-identity-and-access-management-caf-documentation/ba-p/4067862

ALZ ldentity & Access Management

« |[dentity is the enabler for subscription democratization
« Think about where security boundaries are created, and how to avoid crossing them

« Do we need AD DS, or can we use Entra ID/Entra DS?
« Don't enable access to the Identity VNet unless required

« Create groups, role assignments, and security principals during subscription vending
« Use custom roles where built-ins are too permissive

 Use separate identity principals for each application environment
* Phase out credentials and SPNs, and use managed/workload identities




New ALZ Portal Accelerator Feature &
aka.ms/alz/portal

2ome | & 0 0 0 & NSNS &

Microsoft Azure

Azure landing zone accelerator

New feature: easily
assign requlatory
compliance policies to
your Azure Landing Zone
- Microsoft Community

Hub

(

a,


https://aka.ms/alz/portal
https://techcommunity.microsoft.com/t5/azure-architecture-blog/new-feature-easily-assign-regulatory-compliance-policies-to-your/ba-p/4074957
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Policy Refresh Updates




ALZ Policy

aka.ms/alz[policiés ' '(

News '
*  New Backup initiative and * New Resilience initiative
updates (in progress) « Audit Zone Resiliency based for
* Immutability audit supporting resources
. Storage account backup « Audit resource and resource groups

. _ In same region
«  Vault private endpoints

. . *  *New Assignments*
«  Working with PG to create new

policies (MUA)
*  *New Assignment* ° Diagnostics Settings

See next slide


https://aka.ms/alz/portal

Diagnostic Settings Updates




‘ Diagnostic Settings Updates

O

New policies and initiatives
coming soon

ALZ to deprecate all Diagnostic
Settings custom policies

*New* Diagnostic Settings
Initiatives (covering 137 Azure
services)

ALZ will default to Log Analytics
as target

Option for Storage or Event Hubs

* NOTE: AllLogs or AuditLogs is
not ubiquitous across services
(eg. AzFW)

o  Recommendation for the short term is "AllLogs"

= NOTE: Consider cost implications storing all logs

o  We are working hard to address this, it's
complex and takes time to remediate




MMA Deprecation Update




MMA Deprecation

Enable MDFC Defender for SQL

. Deploy User Assigned Managed Identity Enable
VM Insights for Azure VMs |

. Enable VM Insights for Arc-enabled Servers

« Portal reference implementation
IS now using AMA

* New resources: - Enable VM Insights for VM scale sets
*  User Assigned Managed Identity «  Enable update checking with Azure Update
- Data Collection Rules Manager
VM Insights
Change Tracking » Parity statements added to AMA

MDFC Defender for SQL

* New policies:
. Enable Change Tracking for Azure VMs

. Enable Change Tracking for Arc-enabled
NEAEIS

. Enable Change Tracking for VM scale sets



https://learn.microsoft.com/en-us/azure/azure-monitor/agents/azure-monitor-agent-migration#known-parity-gaps-for-solutions-that-may-impact-your-migration

AMA for Bicep and Terraform is
coming!

Brownfield guidance on
updating existing ALZ
deployments to use AMA

User Assigned Managed
ldentity (UAMI)

Scaling

Centralizing

MMA Deprecation

Policy updates

Adding additional flexibility to built-
in Policies

Policy changes to enable
centralizing UAMI




AMBA Updates




The action group has been
updated to include:

Email Azure Resource Manager Role
Azure Function

Event Hubs

Logic App

Webhook

New Notification Assets initiative

Updated Policy Remediation
script.

Documentation updates

Decoupling Service Health
initiative deployment from Action
Group and Alert Processing rules

Updated Existence Condition to
detect and remediate
configuration drift

Static: EvaluationFrequency, WindowSize,
Threshold, Severity, Operator, autoMitigate

Dynamic: alertSensitivity,
numberOfEvaluationPeriods,
minFailingPeriodsToAlert | °§



https://aka.ms/amba/patterns/alz

_“ 0
Roadmap

e ALZ Portal updates «  Email will not be mandatory for

action group deployment
Action groups

>ervice health « Look out for the Preparing for

the unexpected session (End of
April)

Notification Assets
Existence Condition

«  AMBA for ALZ Bicep/ Terraform

« Alert Processing Rule for alert
suppression

*  Bring your own Action Group
and/ or Alert Processing Rule



https://aka.ms/readiness/videos
https://aka.ms/amba/patterns/alz

AVAILABILITY
ZONE 2

AVAILABILITY AVAILABILITY
ZONE 1 ZONE 3

Zone Redundancy Updates I =

Diverse fiber
“ == ee-e-e paths connecting
One or more Availability Zones
data centers

Azure Region




‘ Zone Redundancy Updates

*  Objective — to make ALZ Zone < Portal is already complete!
Redundant by Defaul‘t Azure landing zone accelerator -

Deploy from a custom template

Deploy ExpressRoute Gateway (O @) Yes

154 survey responses for Bicep O
and TF — Thank you kit T

Select the ExpressRoute Gateway SKU (D [ ErGw1AZ v
([ LY
P h a S ed A p p ro a C h Deploy Azure Firewall ® C Yes (recommended)
O N[e]
. Phase 1 — Portal, Bicep and Terraform \
Select Azure Firewall tier (D Premium v
Accelerators zone redundant by default by end
Of QZ CY24 I ALZ enables Availability Zones for all services that it deploys by default for maximum resiliency in regions where “

Availability Zones are supported, including for Azure Firewall. Review the selected Availability Zones meet your
architectural requirements and that you understand the added costs for inbound and outbound data transfers

PY P h a Se 2 — B i Ce p a n d Te rra fo rm M O d u Ies ZO n e Zszsunrcei.;tif:wv;i"t.h Availability Zones, before proceeding. Click on this box to learn more about the Availability Zones and
redundant by default by end of CY24 e

* Blog planned within next month
to provide details

s

a5



Multi-Region Upd

ates

Azure region 1

Availability zone 1

Datacen

i)

Availability zone 3

Datacen

n

Azure region 2

Availability zone 2 Availability zone 1

D ) Datacenter(s)

'

Availability zone 3

Datacente

'y

Availability zone 2

Datacenter(s)

Azure region 3

Azure region 4

Datacente,

i




We h a d 5 6 re S p O n S e S to O u r VPN gateway  vmet peering Private DNs Analytics workspace

networking regions

detailed multi-region survey Networking

I an Hubzure Firewall) R Hub vnet
Networking was top ask Feure Firewal) Resources  wub

virtual hub
Firewall and DNS

Domain Controllers

Majority of respondents have 2
region deployments

More than half deploying using
ALZ Terraform




‘ Multi-Region Updates

« We've assessed all the feedback
and locked in focus areas

Multiple Hub networks, Private DNS Zones,
VPN / ER Gateways, Azure Firewall (and
Policies) and Multiple vWAN Hubs

*  Work kicked-off this month on
Portal Reference Implementation
to include changes

* Bicep and Terraform will follow

* Planning for completion ~Q3 N
CY2024 Y



ALZ Bicep Updates




ALZ-Bicep I |

Updates v0.17.2 just released!
Introduced Resource Locks to « Implemented new deployment
all ALZ Bicep Modules. toggles in hub-spoke

configurations, providing users with
increased flexibility and control
over deployment of the VPN and
ExpressRoute Gateways

- Added policy assignments for
baseline Sovereign Landing Zone
Initiatives.

+ Add support for new Azure Regions
o lIsrael Central

- Added parameter files and
associated wiki for connectivity
. o Italy North
modules to incorporate resources
] . . . o Poland Central S
with availability zones configured ¥

by default. | A


https://github.com/Azure/ALZ-Bicep/releases/tag/v0.17.2

ALZ-Bicep
Roadmap

Integrate Azure Monitor Baseline
Alerts and associated
documentation.

Updates to accommodate MMA
Deprecation with AMA.

- Automate the setup of Azure

DevOps and GitHub within the
Accelerator.

Public Roadmap

« Add ability to customize subnets |
and add conditions for Hub-Spoke
module. '

Simplify policy updates and
customizations within the
Accelerator framework.

'z



https://github.com/orgs/Azure/projects/610

ALZ Terraform ..’
vNext Update .




ALZ Terraform Module vNext

New Pattern Module;
(Backed by the ALZ Terraform Provider: )

Example usage:

Scope of the new module
- Management groups
- Policy
- Role Assignments



https://aka.ms/avm-ptn-alz
https://aka.ms/tf-pdr-alz
https://aka.ms/avm-ptn-alz-example

How to build a Landing Zone

ompose the modules together
- Azure/avm-ptn-alz: Management groups and policy

Azure/hubnetworking: Hub networking with vNet or vWan
Azure/vnet-gateway: vNet gateways
- Etc...

zure Verified Modules (AVM)?

- These modules will be renamed to align with AVM soon!

a9

Azure/alz-management: Management resources like log analytics, etc

module “alz_management_resources” {
source = "Azure/alz-management/azurerm”

version = "~> 0.1.0"

automation_account_name
location
log_analytics_workspace_name
resource_group_name

data

module "alz_archetype_root"™ {
source

id
display_name
parent_id

base_archetype
default_location

module_naming.automation_account.name_unique

local.

default_location

module.naming.log_analytics_workspace.name_unique

module.naming. resource_group.name_unique

1lows us to get the tenant id
azurerm_client_config™ “current”

default_log_analytics_workspace_id =

delays = {

before_management_group_creation =

create = "0s"

1
3

i

module "alz_archetype_landing_zones" {

source
id

display_name
parent_id
base_archetype
default_location

default_log_analytics_workspace_id =

i

module "alz_archetype platform” {

source
id
display_name
parent_id

iy

"Azure/avm-ptn-alz/azurerm"

"${random_pet.this.id}-alz-root"
"${random_pet.this.id}-alz-root"
data.azurerm_client_config.current.tenant_id

"root”

local.default_location

module.alz_management_resources.log analytics workspace.id

"Azurefavm-ptn-alz/azurerm”
"${random_pet.this.id}-landing-zones"
"${random_pet.this.id}-landing-zones"
module.alz_archetype_root.management_group_name
"landing_zones™

local.default_location
module.alz_management_resources.log_analytics_workspace.id

"Azure/avm-ptn-alz/azurerm”
“${random_pet.this.id}-platform”
"¢${random_pet.this.id}-platform"
module.alz_archetype_root.management_group_name




Pathway to v1.0




Demo and Roadmap

Can | use it now? |
- Yes. We want you to try it out now!

- Give us feedback by raising issues and / or PRs in GitHub.

- End to end example in the ALZ Terraform Accelerator:
aka.ms/alz-tf-acc

What's coming next?

What does it look like?

- Demo Time!


https://aka.ms/alz-tf-acc
https://aka.ms/alz-tf-acc

== Microsoft




Next Community Call will be on 12t June 2024 & ‘

Back to an APAC friendly time slot for this occurrence and then |
the one after will be back to this time slot &

Stay tuned to issue #1596 (aiz/esiz repo)

Recordings will be available at:
aka.ms/ALZ/Community



https://github.com/Azure/Enterprise-Scale/issues/1596
https://aka.ms/ALZ/Community

This month’s presenters:

T o0 ® @ &?

Thank You! ¥

Stay up-to-date:
https://aka.ms/ALZ/WhatsNew



https://aka.ms/ALZ/WhatsNew
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