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Founded by OSS experts 
for developers to 
confidently use OSS and 
mitigate license 
compliance and security 
risks.

2016

2021

2022

2024

Acquired by application 
security leader, Snyk, in 
2021 to enhance scanning 
capabilities.

Re-acquired by the 
original founders in 2022 
to focus on OSS license 
challenges.

Introducing our mascot, 
Shinobi.

A little bit about FossID       
The journey of FossID…and introducing our mascot, Shinobi

Learn more about FossID at sca.ninja



Out of Curiosity
Interactive Quiz

Do your companies currently encourage the use of Generative AI coding tools?

B

Yes, but with 
certain restrictions

C

No

A

Yes
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Introduction
Generative AI tools are transforming how developers create and enhance source code.

These tools seamlessly integrate with Integrated Development Environments (IDEs), becoming an essential part of the 
development workflow.

How are Generative AI tools revolutionizing software development?

Line Autocomplete Snippet Suggestion Chat



Introduction
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Between 2021 and 2024, Microsoft (OpenAI), Google and Amazon have released their competing generative AI 
coding engines:

How have Generative AI coding tools been developing over the last number of years? 



Introduction
What are the benefits and challenges of using Generative AI

Increased Productivity
• AI tools assist developers by automating repetitive tasks and providing 

intelligent suggestions.

Error Reduction
• They help minimize coding errors through real-time feedback and 

code validation.

Improved Code Quality
• AI-powered tools enhance code quality by suggesting best 

practices and optimizing code structures.

Enhanced Collaboration
• AI tools facilitate better collaboration among team 

members by providing consistent code standards 
and shared coding practices.

Benefits

Over-Reliance on AI
• Developers might become overly dependent on AI tools, 

potentially losing critical coding skills.

Bias in AI Algorithms
• It’s important to be aware that AI tools can perpetuate existing 

biases present in their training data, potentially leading to biased 
outputs.

Security Risks
• AI-generated code might introduce security vulnerabilities if not 

properly reviewed and tested.

License Compliance
• There can be issues with license compliance, as AI-generated code might 

inadvertently incorporate copyrighted material or violate open-source 
licenses.

Challenges
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License Compliance Challenges
Interactive Quiz

Does copyright law protect software works?

B

No

C

Depends on 
jurisdiction

A

Yes



License Compliance Challenges
What is the definition of a copyright?

Legal right that grants the creator of an original work

with the intention of enabling the creator to receive a compensation
for a limited period of time

literary works music photography motion picturespaintings software

perform modify distributereproduce

exclusive rights to its use and distribution



License Compliance Challenges
What is the definition of a copyright? Matthew

Stephen

Play it only on your radio 
channel

Perform in any way you want

Play it anytime anywhere

Always credit 
me

Pay me every time you play it



License Compliance Challenges
What is the definition of a copyright?

Run it only on Intel processors

Run it for any 
purpose

Free to modify 
it

Always credit the author

Pay me every time you sell 
it within your product

Free to distribute it

Use it only in video 
games

Matthew

Stephen



License Compliance Challenges
Interactive Quiz

Which one of the following works is NOT recognized by copyright law?

B

A python script 
written by me 

C

A drawing made by 
a monkey

A

A book written by a 
member of ABBA



*https://www.wipo.int/wipo_magazine/en/2017/05/article_0003.html

Most jurisdictions, including 
Spain and Germany, state 
that only works created by 
a human can be protected 

by copyright.

License Compliance Challenges
Interactive Quiz - Answer



License Compliance Challenges
What is the future of code repositories?

Code repositories will soon become a mix of human and AI generated code.

What does that mean in terms of copyright ownership?



License Compliance Challenges
The lawsuit that could rewrite the rules of AI copyright

https://www.theverge.com/2022/11/8/23446821/microsoft-openai-github-copilot-class-action-lawsuit-ai-copyright-violation-training-data

• GitHub Copilot is called out numerous times for using 
copyrighted code without neither attribution nor consent.

• (October 2022) Tim Davis, Computer Science Professor at 
Texas University, shows a clear example of Copilot using 
his code without complying with the LGPL license

• (November 2022) Microsoft/GitHub/OpenAI are being sued for allegedly violating copyright law by 
reproducing open-source code using AI. 

• (July 2022) After its GA release, GitHub Copilot quickly became the most popular AI-driven code 
generation software development tool in the world. 



Are these claims true?

License Compliance Challenges
How accurate are these claims?

Let’s run a few tests!!





















Copilot does not seem to filter publicly 
available code in GitHub.

…but how about code outside GitHub?

License Compliance Challenges
How about code outside of GitHub?

Let’s run another test!!

















GitHub Copilot is using code from both 
inside and outside GitHub as training data.

License Compliance Challenges
How do other tools compare?

Let us run a test with ChatGPT!!











License Compliance Challenges

Test Results

1. GitHub Copilot is trained on open-source without respecting open-source licenses

2. Filter to avoid publicly available code in suggestions does not work.

3. GitHub Copilot suggests code inside and outside GitHub.

4. ChatGPT does all the above as well.

Generative AI coding tools are trained on data that they are not allowed to use…

What do our test results show?

GitHub Copilot relies on “software piracy on an unprecedented scale.”
Matthew Butterick (Typographer, lawyer, writer, and computer programmer.)



…but is the true source for the 
reference in GitHub?



License Compliance Challenges
How do you resolve these challenges?

1

2 Continuous Monitoring

Generative AI-Focused Scanning
Employ Software Composition Analysis (SCA) tools that can detect open source 
components and snippets in AI-generated code. 

These tools are essential for identifying and managing compliance risks 
associated with code generated by AI.

Ensure that SCA tools are integrated into your Continuous 
Integration/Continuous Deployment (CI/CD) pipelines. 

This integration enables continuous monitoring and compliance checks for 
every new AI-generated code addition, ensuring immediate detection of 
potential license violations.
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Let’s explore 3 of the many Security Risks associated to AI-Generated Code 

1. Vulnerable Snippets

2. Obsolete Data

3. Insecure URLS

Check out the following two security risks, which we won’t have time to cover today but both highlight serious risk.

Employee Misuse
https://layerxsecurity.com/learn/chatgpt-security/

AI Package Hallucinations
https://vulcan.io/blog/ai-hallucinations-package-risk?utm_source=the+new+stack&utm_medium=referral&utm_content=inline-
mention&utm_campaign=tns+platform 

Security Risks in AI-Generated Code
What security risks are associated with AI-Generated Code

https://layerxsecurity.com/learn/chatgpt-security/
https://vulcan.io/blog/ai-hallucinations-package-risk?utm_source=the+new+stack&utm_medium=referral&utm_content=inline-mention&utm_campaign=tns+platform
https://vulcan.io/blog/ai-hallucinations-package-risk?utm_source=the+new+stack&utm_medium=referral&utm_content=inline-mention&utm_campaign=tns+platform


Vulnerable Snippets

ChatGPT and Secure Coding: The Good, The Bad, and the Dangerous
Nord Security, https://nordsecurity.com/blog/chatgpt-and-secure-coding

• A Security Expert, “Astrid Bytes” 
investigated if ChatGPT could really 
produce secure code.

• The code generated showcased clear 
vulnerabilities
• It's prone to SQL injection attacks
• It allows username enumeration
• It hardcodes credentials directly in 

the code

• Astrid experimented with 5 different 
programming languages, including 
PHP, Java Rust, JSON and C, but 
didn’t noticed any significant 
differences when it came to more 
secure code.



The Dark Side of AI: How Generating Code Could Be Dangerous for Your Business 
Jack Rudenko, CTO – Madappgang, https://madappgang.com/blog/chat-gpt-code-errors/

Obsolete Data



The Dark Side of AI: How Generating Code Could Be Dangerous for Your Business 
Jack Rudenko, CTO – Madappgang, https://madappgang.com/blog/chat-gpt-code-errors/

Obsolete Data



The Dark Side of AI: How Generating Code Could Be Dangerous for Your Business 
Jack Rudenko, CTO – Madappgang, https://madappgang.com/blog/chat-gpt-code-errors/

Obsolete Data



Snyk Security, github.com/dgrijalva/jwt-go vulnerabilities 
https://security.snyk.io/package/golang/github.com%2Fdgrijalva%2Fjwt-go

Obsolete Data



Insecure URLS

ChatGPT Advises on Using Insecure URLs
Ofri Ouzan, https://medium.com/@ofriouzan/chatgpt-advises-on-using-insecure-urls-80184460dc05



Insecure URLS

Medium, ChatGPT Advises on Using Insecure URLs
Ofri Ouzan, https://medium.com/@ofriouzan/chatgpt-advises-on-using-insecure-urls-80184460dc05



Security Risks in AI-Generated Code
How to mitigate the security risks associated with AI generated code?

1

Implement Robust Code Review and Validation Processes
Ensure that all AI-generated code undergoes thorough review and validation by experienced developers 
before it is integrated into the main codebase.

Automated Static Analysis: Use static analysis tools to automatically scan AI-generated code for 
common vulnerabilities, deprecated functions, insecure URLs, and outdated libraries.

2 Manual Code Review: Implement a mandatory manual review process where experienced developers 
examine the AI-generated code for potential security issues and adherence to coding standards.

Security Testing: Conduct security testing, including vulnerability scanning and penetration testing, on 
the AI-generated code to identify and address potential security flaws.

Approval Workflow: Establish an approval workflow where AI-generated code must be approved by 
security experts or senior developers before it is merged into the main codebase.

3

4
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Conclusion
What did we learn, and what are our takeaways?

Wrap-Up

1. Gen AI tools are being trained on open source without respecting the open source licenses. 

2. Gen AI tools are suggesting code that matches to open source and third party components.

3. Filters to exclude publicly available code suggestions do not work.

4. Gen AI tools are suggesting vulnerable code, obsolete data and insecure urls.

Key Takeaways

1. Introduce Generative AI-Focused Scanning with Continuous Monitoring

2. Implement Robust Code Review and Validation Processes
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Any Questions?



Thank You
Visit sca.ninja to learn more about FossID. 


