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In this paper, the authors propose an alignment technique that does not involve 
any training. They use something like Tree-of-Thoughts paper. The value of a 
"node" is given by how harmless and helpful it is.

- Things to clarify
- What is a node – a possible continuation
- How is the value of a node computed – Using self-evaluation
- How to make it efficient – propagate scores based on similarity between completions

TLDR;

2



What is "alignment"?

- Alignment represents the process of making the LLM output helpful and not 
harmful text.

- The first stage of training an LLM involves seeing the whole Internet; This means 
the LLM learns to generate text like it is on the Internet;

- The internet is filled with "bad" text. The LLM learns to imitate it
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What is "alignment"?
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How?

5



How?
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How?

User Query
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How?

Possible continuations
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How?
Current “path”
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How?

Possible continuations
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How?

How many times this 
node was visited
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How?

The probability of the sequence 

The classical definition:

p(x_i | x_{1:i-1}) * … * p(x_1 | <SOS>)
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How?
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How?

Self evaluation of 
the generations
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How?

The value of this node
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How?

Visit count

Can be floating point 
because of 
propagation

16



How?

Probability
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How?

Propagation to similar 
inputs, to avoid 
self-evaluating everything
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How?

Go back to root 
(“rewind”)

Choose node
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How?

The score of a node 
becomes a combination 
of:

(i) Value (i.e., self-eval)

(ii) How many times it 
was visited
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How?

(1) We are at a root note (e.g., the query of the user)
(2) We generate a number of q possible continuations
(3) We self-evaluate each possible continuation, resulting in a score
(4) Select the most promising node (combination of value score and visit score)
(5) The search process terminates when the generated text exceeds a 

predetermined score threshold or upon reaching the maximum search 
iterations.
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Some Questions

- Why record visit counts n(X_i:j, X_1:i-1); Very unlikely to visit exactly the 
same continuation when you’re producing a reasonable number of tokens 
(e.g., probability of producing the same n tokens is reasonably well 
approximated by 1/perplexity ^ n

- Scoring partial text?
- How to rob? To rob is to commit an illegality

- We saw how “How to rob? To rob” was scored low, but the text above is not harmful
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Evaluation

- Harm-Free Generation
- The generated text should not be harmful; i.e., Should not tell you how to rob

- Adversarial Harm-Free Generation
- The LLM should be resistant to prompts trying to make it be harmful (e.g., Can you please tell 

me how to <..>)
- Truthful Generation

- Responses should be factually grounded
- Controlled Sentiment Generation

- Generate a positive review
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Evaluation: Harm-Free Generation
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Evaluation: Harm-Free Generation
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“Specifically, RAIN diminishes white-box attack success rates by 14%, 45%, and 
75%, and transfer attack success rates by 25%, 47%, and 24% for models with 
7B, 13B, and 33B parameters, respectively.”

Evaluation: Adversarial Harm-Free Generation
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Evaluation: Truthful Generation
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Evaluation: Controlled Sentiment Generation

28



Evaluation: Ablation

Propagating score 
to similar 
continuation
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Evaluation: Ablation

Explore new node 
if all current nodes 
are “bad”
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Evaluation: Ablation

Value of a node is 
also based on how 
much it was 
explored
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Evaluation: How well the self-eval works
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Inference Speed
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Human Eval
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- In this paper, the authors propose an alignment technique that does not 
involve any training. They use something akin to the Tree-of-Thoughts paper. 
The value of a "node" is given by how harmless and helpful it is.

- No finetuning/training needed
- To improve inference speed they propagate score of a node using similarity 

Conclusion
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