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I. Introduction
Search engines like Google control what content is vis-

ible, influencing public access to information. Centralized
search engines track and store vast amounts of personal
data because of their data-driven business model, com-
promising user privacy. The United States vs. Google trail
evidence shows that Google has a 90% market share in
sell-side advertisement inventory and 80% in buy-side
demand [29]. The US court ruled that “Google is a monop-
olist, and it has acted as one to maintain its monopoly”.
According to this case, Google leveraged its dominant
market position to maximize profits while actively pre-
venting new competitors from entering the market. This
underscores the need for a decentralized search engine.

Decentralized search has been investigated for multi-
ple decades [3, 12, 13, 14, 17, 30]. It has proven to
be extremely challenging to create a search engine that
is truly decentralized, has acceptable performance, and
offers effective spam resilience. Thus, while decentralized
services like Bitcoin, IPFS, and BitTorrent are flourishing,
research on decentralized search has stalled. Many pub-
lished approaches contain central elements to make the
problem easier to solve, such as central indexes [7, 24].
We argue that the main barrier to adopting decentralized
search is the lack of trustworthy and descriptive metadata.
Files are often non-textual and merely described by their
name, as users lack incentives to annotate them with more
searchable metadata, e.g., through tagging. Moreover, the
lack of content moderation in decentralized systems causes
the proliferation of spam.

We revisit the unsolved trustworthy metadata prob-
lem with the ongoing progress in machine learning. That
problem is defined by ensuring the accuracy, reliability,
and authenticity of metadata in decentralized systems.
By using the pattern recognition and emerging language
capabilities of artificial intelligence, we propose to leverage
implicitly available metadata. Implicit metadata encom-
passes user preferences learned from previous searches,
such as interests, language, and demographics. Further-
more, it includes file attributes, such as size, creation
date, number of seeders, and network latency. Thereby, we
are reducing the dependence on explicit metadata that is
solicited from users, such as votes or tags. Specifically, our
solution targets the relevance ranking of search results in
decentralized storage systems. To this end, we propose the
employment of Learning-to-Rank (LTR). LTR describes
a class of machine learning techniques widely and suc-
cessfully adopted in centralized information retrieval [2,

16]. We further leverage language models for the semantic
embedding of queries and file names.

With our method, we eliminate the problem of mo-
tivating user participation by automatically extracting
metadata from user behavior, allowing it to be generated
“effortlessly”. In this work, we propose and evaluate two
implementations of LTR for decentralized search:

• Local-Only: Each peer has their personal LTR
model, which they train on locally generated data,
i.e., past search interactions.

• Collaborative: Peers train their local LTR model on
locally generated data, and periodically gossip model
updates; incoming model updates are aggregated with
the local model.

Our performance measurements are based on real user
interactions gathered from gossip exchanges in the decen-
tralized file-sharing network Tribler [25].

The remainder of this article is structured as follows.
In Section II, we present the challenges of decentralized
search engines that our paper addresses. Section III re-
views existing solutions and, at the same time, provides
some background to the field of information retrieval and
relevance ranking.

II. Problem Description
Big Tech makes extensive use of advanced machine

learning for targeted advertisements, fighting spam, and
organizing marketplaces. The field of decentralized learn-
ing has only recently emerged and is still taking shape.

Big Tech AI has massive computing power and data
points across many types of human activities from bil-
lions of consumers. Transforming this into a collective
search infrastructure, which is distributed across donated
computational resources, introduces numerous research
problems.

Trustworthy user metadata. User metadata, which
tracks popular searches and trends among similar users,
is essential in refining search algorithms. A key source
of this information is the clicklog, which captures user
behavior, including clicks and navigations. This implicit
feedback enables the generation of accurate user profiles
without requiring explicit metadata. However, to ensure
privacy, it is critical that user profiles disseminated via the
clicklog are anonymized and shared in a privacy-preserving
manner.

Trustworthy document metadata. Effective content
discovery in decentralized systems hinges on the accuracy
and completeness of item metadata. Important metadata
fields include the name of the content, its type, the lan-
guage in which it is written, and the date of its creation.
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To further enhance content categorization, microtagging
enables detailed tagging, allowing users to attach granular
descriptors to content. This level of precision in metadata
ensures more effective and trustworthy search results.

Active attackers. In decentralized systems, it is criti-
cal to anticipate that attackers may possess an advanced
understanding of the system’s architecture, on par with
its original designers. These attackers can flood the net-
work with malicious content, such as spam, fraudulent
advertisements (e.g., promoting Viagra under popular
keywords), and misinformation. The scale of this issue
is vast, with internet fraud and misinformation reaching
levels that can influence significant societal events, such
as elections [34]. For instance, in 2022, Facebook reported
the removal of 4.8 billion fake accounts, underscoring the
magnitude of this challenge [8].

True decentralized learning. In a true decentralized
learning context, there is no central authority or single
point of failure. All learning and data processing occurs en-
tirely on the client side, ensuring that the system remains
resilient and autonomous. This architecture eliminates
dependency on any central server or coordinating entity,
distributing responsibility and computation equally across
all participants in the network.

To conclude, the problem of decentralized search engines
may be formulated as finding trustworthy information,
while under active attack, and preserving decentralization.

III. Background and Related Work
Metadata scarcity is a cardinal problem in online com-

munities, which has been studied in the context of cen-
tralized [15, 18] as well as decentralized services [5, 20].
Specifically, this problem prevails with multimedia search,
where content lacks textual descriptions [19]. Efforts to
motivate voluntary user contributions have often relied
on altruism and socio-psychological rewards [31, 9]. As
users are usually busy, and annotating documents requires
time and effort, When motivation is made extrinsic, e.g.,
through crypto-economic incentives, this encourages low-
quality contributions and spam [26]. Likewise, in cen-
tralized applications, where users are incentivized by ad
revenue or view counts, clickbait tactics emerge [4, 33].

A. Search Engines and Relevance Ranking
When a user submits a search query, the search engine’s

task is to retrieve a set of possible result candidates and
then rank them based on their relevance to the query.
Relevance ranking presents a core problem in information
retrieval (IR). Search engines rank documents based on
many criteria. Term-based techniques such as the classi-
cal BM25 [27] incorporate statistical measures like term
frequency and document length to estimate relevance.
Recently, neural approaches to IR are becoming more
prevalent [21]. Large language models are capable of gener-
ating deep semantic embeddings of both queries and doc-
uments [10]. Embeddings allow for a richer understanding
of semantic similarities, but they can lack the precision of

term-based methods. Mitra et al. [22] demonstrated that
the best results are achieved when embeddings and term-
based techniques are used in conjunction. There are, how-
ever, also metrics that look beyond the query or document
content, which can further improve retrieval performance.
Google famously employs PageRank [1], which capital-
izes on the intricate link structure of the web to infer
the relevance of a webpage. As metadata is scarce, and
because of the complexity of understanding user intent,
search engines also turn to analyzing user engagement. For
example, YouTube correlates watch time to the associated
search query to assess the relevance of a video with the
provided query [23]. Further, platforms such as Amazon
and Netflix [6, 28, 32] use collaborative filtering to infer
user preferences based on user or document similarity.

Given the wide range of metrics that can be derived
from queries, documents, and user signals, weighing these
parameters for optimal ranking is a nontrivial task [35,
36]. Learning-to-Rank (LTR) provides a machine learning-
based method for solving this problem. It has been ex-
tensively researched and applied in various search engines
to refine the ranking order of a retrieved set of result
candidates [2, 16, 19].

B. Decentralized Search Engines
Centralized systems have a natural advantage, aggregat-

ing user data to fine-tune search algorithms. Decentralized
systems face unique challenges, such as security, scala-
bility, incentivization, and content moderation. A recent
survey by Keizer et al. [12] revealed that no current system
adequately addresses these issues in a comprehensive man-
ner. Although numerous projects for decentralized search
on decentralized data have been proposed [30, 13, 14], they
generally focus on narrow aspects of the problem. Conse-
quently, in practice, users still rely on centralized indices
to locate files within decentralized storage networks. For
instance, IPFS Search [11] provided such an index by using
a crawler that tracks updates in IPFS and using Apache
Tika for metadata extraction. However, due to the high
cost of maintenance and the lack of a business model, the
service was shut down in 2023 [7]. Some researchers have
proposed to decentralize the process in IPFS Search and
maintain the extracted metadata on the DHT [13, 37].
Wang and Wu [30] extend the metadata stored in the DHT
by network metrics such as freshness, proximity, resource
quantity, and bandwidth, and incorporate them in their
ranking function. The decentralized file-sharing software
Tribler [25] maintains an index of every torrent’s number
of seeders and leechers and their creation time. Similarly,
these metrics are used in the search result ranking as they
serve as indicators for the document’s popularity.
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