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Abstract

Mathematical models are a foundational part of how mathematicians, scientists and engi-
neers describe and study the behaviour of systems. These models typically include and interact
with data: Experimental measurements are necessary inputs to a modelled physical system to
produce predictive data outputs. Within a model, data in one part of the modelled system may
have a relationship with another part of the modelled system. One may even wish to combine
models to study a larger system: these typically interact by producing and consuming each
other’s data.

Finite Element Methods (FEMs) are a popular method of computing mathematical models
which involve systems of equations defined on some domain. In this work, new abstractions are
introduced for (a) representing arbitrary point data as finite element functions on disconnected
meshes of vertices, and for (b) interacting with that data via interpolation operations which
represent point evaluations. These abstractions are consistent with the finite element method
paradigm of finite element functions on meshes. The interpolation operations are differentiable,
allowing inverse problems to be solved involving point data.

The abstractions are sufficiently general that they allow one to reason about more generic
data, both within and external to a given finite element model. The differentiable point evalu-
ation operation allows differentiable interpolation operations between finite element functions
on arbitrary coincident meshes.

Whilst these abstractions are generally applicable across many finite element method soft-
ware packages, they are demonstrated here with an implementation in Firedrake. Firedrake is
an MPI-parallelised code generation system which solves variational problems using the finite
element method. The implementation is parallel safe and maintains the high level of abstraction
described. Demonstrated applications include point-data assimilation, point forcing, model di-
agnostics gathering, and model coupling. Improvements to the abstractions Firedrake uses for
specifying variational problems and reasoning about finite elements are also implemented.
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Nomenclature

∀ For All

∈ In

C Complex Numbers

R Real Numbers

ϕ or ψ Global or Local Basis Function (context dependant)

ϕ̃ or ψ̃ Local Basis Function (in one special instance, ϕ̂)

x̃ Local Coordinates (in one special instance, x̂)

→ Maps To

f(u3, •;u1, u0) A function f with a slot in which to place an argument: it is not necessarily
linear in this argument.

f(u3, u2;u1, •) A function f with a slot in which to place an argument: it is linear in this
argument.

f(u3, u2;u1, u0) A function f which is linear in u1 and u0 but not necessarily linear in u3 and
u2.

x Global or Local Coordinates (context dependant)

AD Automatic Differentiation or Algorithmic Differentiation

DSL Domain Specific Language

FEM Finite Element Method

FIAT FInite element Automatic Tabulator

Field Scalar, vector or tensor valued fields over some domain (unless explicitly stated other-
wise).

FInAT FInAT Is not A Tabulator (a finite element library)

HPC High Performance Computing

MPI Message Parsing Interface

P0DG Polynomial degree 0 Discontinuous Galerkin function space
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PDE Partial Differential Equation

TSFC Two Stage Form Compiler

UFL Unified Form Language
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1.1 Introduction

Mathematical models are a foundational part of how mathematicians, scientists and engineers

describe and study the behaviour of systems. These include everything from physical systems,

such as the weather and the propagation of electromagnetic waves, abstract systems such as the

behaviour of financial markets, and mathematical systems such as the behaviour of particular

differential equations. This work is concerned with mathematical models which can be solved

with numerical methods, in particular Finite Element Methods (FEMs).

Finite element methods, often referred to as simply ‘the finite element method’, are relevant

when one has a domain of interest and some scalar, vector, or tensor valued fields1 on that

domain which are related by a system of equations. Typical examples are physical systems:

the behaviour of electromagnetic waves, continua such as fluids and solids and atomic parti-

cles. In particular, most of these systems can be described by differential equations, typically

Partial Differential Equations (PDEs). Electromagnetic wave behaviour can be modelled by

the Maxwell equations, continua by the equations of continuum mechanics (for fluids those

might be the Navier-Stokes equations and their various simplifications, for solids the equations

of elasticity and plasticity) and atomic particles by the various quantum mechanics equations

such as the Schrödinger equation.

Such systems can also be solved with other numerical methods such as the Finite Difference

Method (FDM), the Finite Volume Method (FVM), and spectral methods. These all have

their own advantages and disadvantages, but we will not discuss them further here other than

to mention that finite difference methods produce solutions that are defined at grid points,

which are usually regularly spaced. A reasonable understanding of the finite element method

is assumed throughout this text. For a good introduction, see Ham and Cotters’ taught course

[1] which is freely available online.

1.1.1 Abstraction

The word abstraction can be considered as both a process and a concept. As a process it is

“separating a quality common to a number of objects/situations from other qualities” [2, p.

13]. For example, consider two situations: (a) joining the numbers 2 and 8 together to get 10

and (b) joining 6 and 3 together to get 9. If we apply abstraction to these we see that there is a

common action of ‘joining’. As a concept ‘abstraction’ is the name we give to our generalisation

or abstract concept : in this case ‘addition’. Abstractions are a foundation of mathematics: it

is through the process of turning particular cases, such as the sizes of triangular areas of grass,

that we reach generalisations, such as trigonometry.

There is also the related computer science concept of levels of abstraction where one looks

at a particular operation and considers how it is performed with different levels of specificity.

So returning to the addition of 2 and 8: at the highest level of abstraction we have the abstract

1here just referred to a fields unless stated otherwise
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mathematics 2 + 8 or 8 + 2. At a lower level of abstraction we consider how those numbers

are added, we might assign type information such as ‘2 and 8 are integers’ and ‘+ is an integer

addition operation’. Lower again we may introduce explicit instructions such as ‘retrieve 64

bits stored at hexadecimal address A (the number 8) and place it into process register x, next,

retrieve 64 bits stored at hexadecimal address B (the number 2) and place it into process register

y, now perform an addition operation using process registers x and y and place the result (the

number 10) in hexadecimal address C’. Each of these has a different level of specificity and,

typically, might be described in a different computer language. The process of moving between

such languages is the job of a compiler or an interpreter.

Levels of abstraction also apply to extracting abstract concepts from particular cases. In

our two examples, one could come up with the high-level concept of ‘addition’ or the slightly

lower level concept of ‘addition of integers’. Which of these is appropriate depends on context:

If one wants to know what operation is being performed symbolically, one can identify the

+ operator. If one is attempting to implement addition in a computer program, it is useful

to know that there are different kinds of number (integers, floating point numbers, complex

numbers) and to recognise that the rules one uses to add them are different.

Returning to finite element models of systems: these involve data. The data may be external

to the system but necessary to have the model produce useful outputs, such as experimental

measurements. The data may be some fields or samples from other simulations to integrate with

the model at hand. Or the data may be fields within the system that have some relationship with

another part of the system we are modelling. This work is concerned with generalising two key

aspects of these specific examples to an appropriately high level of mathematical abstraction:

1. How to represent these data in the context of the finite element method.

2. How to describe interactions between such data and the approximations of fields used in

finite element methods.

The first of these is already partly solved: field data are approximated as finite element func-

tions, as is described in Sect. 1.2. Once we have finite element functions, the second is also

solved in the form of mathematical interpolation and projection operations between these func-

tions as is described in chapter 3. These operations are differentiable, allowing key insights to

be gained into the interactions of data with models as will be described in chapters 5 and 6.

The problem is that the existing abstraction only considers finite element functions as

approximations of fields, such as the solution to some PDE, typically generated within the

context of a particular finite element method code base. This is unnecessarily restrictive;

this work will demonstrate, in chapter 4, that we can also represent arbitrary point data as

finite element functions. This will allows one to integrate such data with the pre-existing

mathematical operators. This work will go on to demonstrate, in chapters 6, 7 and 8, how

these can be used to directly interact with data which are defined outside the particular model

we are considering.
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Having identified the abstractions it is important to represent them at an appropriately

high level. Domain specific languages, the Unified Form Language (UFL) and the Firedrake

project, introduced in Sect. 1.3, are all concerned with doing exactly this, and it is within UFL

and the Firedrake project that these abstractions will be implemented.

1.2 Fields as finite element functions

This section adapts and reuses, without further attribution, text and diagrams from Nixon-Hill

et al. [3] which were created by the author.

What are here referred to as finite element methods are any method (typically Galerkin

methods) which use finite element functions, which are described here.

Typically these are used to solve linear or nonlinear variational problems. A linear varia-

tional problem is of the form ‘find u in U such that

a(;u, v) = L(; v) ∀ v ∈ V.’ (1.2.1)

Note that both arguments are after a semicolon; we use this to denote linearity in those argu-

ments.2 The argument which we solve for all V , here v, is called a test function3.

A nonlinear variational problem is ‘find u in U such that

F (u; v) = 0 ∀ v ∈ V.’ (1.2.2)

Note that u, the term for which we seek a solution, is now before the semicolon, i.e. F is

not-necessarily linear in u. F is always linear in the test function v. Concrete examples of

these are considered in Sect. 1.3. The process of solving these problems themselves is not our

object of study and so will not be discussed in detail.

In finite element methods the domain of interest is approximated by a set of discrete cells

known as a mesh Ω. The field solution of a PDE u is then approximated as the sum of a

discrete number of functions on the mesh. Each function is conveniently defined to be a basis

or shape function ϕ, multiplied by some weight coefficient w. For N weight coefficients and

basis functions our approximate solution

u(x) =
N−1∑
i=0

wiϕi(x) (1.2.3)

is called a finite element function or, within the context of finite element methods, simply a

function.4. Given a set of basis functions {ϕi(x)} on a particular mesh Ω, the weights {wi} are
allowed to vary to form a u(x): these weights are referred to as Degrees of Freedom (DoFs).

2The term ‘linear’ is properly defined in Sect. 1.4.1.
3This is standard nomenclature in the finite element method.
4The terms finite element field or simply field are also used in the literature
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The set of all possible weight coefficients applied to the basis functions on our mesh is called

a finite element Function Space FS(Ω). Within the context of finite element methods, this often

just called a function space and is often referred to with a single capital letter such as U or V .

Our finite element function is therefore a member of our finite element function space

u ∈ FS(Ω). (1.2.4)

Finite element function spaces are grouped by their definitions on particular mesh cell shapes

with precisely defined basis functions in each case. A popular choice are piecewise polynomials,

such as the second order continuous Lagrange polynomials

u ∈ P2CG(Ω) (1.2.5)

where P2CG stands for Polynomial degree 2 Continuous Galerkin and ‘continuous’ refers to

continuity of the function between mesh cells. For a simple line domain [0, 2] discretised into

2 cells [0, 1] and [1, 2] we have a total of N = 5 basis functions and weight coefficients (DoFs).

The basis functions are shown in Fig. 1.1. Our finite element function u is given by Eq. 1.2.3:

u(x) = x2 has weights w0 = 0, w1 = 0.25, w2 = 1, w3 = 2.25 and w4 = 4.5

The consistency of the functions across each cell is clear in this example. We have 3 weight

coefficients and 3 basis functions which are nonzero in each cell in a repeating pattern. This is

useful for performing calculations with finite element functions on meshed domains with many

cells. Calculations can be done cell-by-cell as long as the weights of nonzero basis functions

which are found in multiple cells (here only ϕ2) are shared appropriately.

There are two key points here. Firstly, all finite element functions are members of finite

element function spaces defined on a mesh. Secondly, our solution field is approximated with

a finite element function (Eq. 1.2.3). As long as this function is continuous we know its values

unambiguously. We can therefore evaluate the solution at any location so long as that location

is on the mesh, a point we will return to in chapter 4, Sect. 4.3. In chapter 4, we will also return

to finite element function spaces with discontinuities (usually found when using discontinuous

Galerkin methods) in the context of point evaluations.

1.3 Firedrake, UFL and Domain Specific Languages

Firedrake [4, 5] is an automated system for solving PDEs, expressed as variational problems,

using the finite element method. Firedrake is primarily written in Python, but produces highly

optimised, parallelised C code which is compiled, cached and run whenever a Python script is

executed. Firedrake achieves automation by representing the equations to solve at a high level

of abstraction via the Unified Form Language (UFL) [6]. UFL is a Domain Specific Language

5All polynomials of 2nd order below are members of this finite element function space.
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Figure 1.1: Second order Lagrange basis polynomials on an interval [0, 2] meshed into two cells,
[0, 1] and [1, 2]. Only ϕ2 is nonzero in both cells.

(DSL) for expressing symbolic mathematics in the context of finite element methods.

1.3.1 UFL and Domain Specific Languages

A DSL is a computer language which is specialised for some particular purpose; these exist

in contrast to General Purpose Languages (GPLs) such as C, Python and FORTRAN. GPLs

are designed, as the name implies, to be applicable in a range of different contexts. These

operate with different levels of abstraction: C and FORTRAN, for example are much lower

level languages than Python. The more levels of abstraction one needs to descend, the more

one relies on the compiler (or, in the case of Python the interpreter) to produce efficient code.

This has advantages and disadvantages: if a compiler is well written it may be better able

to perform optimisations than a typical human would attempt, but tends to also require that

code be written in particular styles (Python loops are famously slow compared to using other

in-built language tools). Lower level languages give the programmer more fine grained control

but often at the expense of understandability, complexity and verbosity.

Since a DSL is intended for a particular purpose, it has a more restricted set of operations

one can perform but allows those operations to be expressed at a high level of abstraction

making them easier to use [7]. In principal, if one presents fewer ways to express things, well

written compilers should be able to produce high performance code.6 Some examples of DSLs

are TEX for typesetting, HTML for web pages, SQL for database queries and Make for software

building [7].

6See for example the Two-Stage Form Compiler (TSFC) [8] which compiles UFL, expressed in Python, into
high performance C code. This makes use of multiple DSLs which steadily decrease the level of abstraction, as
detailed in chapter 3.
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UFL is a DSL embedded within the Python GPL, and can make use of many of Python’s

features, but is its own, self contained language. UFL allows the symbolic mathematics of

variational problems to be expressed at a very high level of abstraction. As an example,

consider Poisson’s equation

−∇2u = f. (1.3.1)

This is the strong formulation of Poisson’s equation. To solve this for u on some domain Ω we

can express this in the weak form as the solution to the linear variational problem ‘find u in V

such that ∫
Ω

∇u · ∇v −
∫
dΩ

∇u · nv ds =
∫
Ω

fv dx ∀ v ∈ V.’ (1.3.2)

The UFL expression of this is shown in Listing 1.

1 from ufl import *

2 omega = Mesh(triangle)

3 V = FunctionSpace(omega, FiniteElement("CG", triangle, 2))

4 u = TrialFunction(V)

5 v = TestFunction(V)

6 f = Coefficient(V)

7 n = FacetNormal(omega)

8 a = inner(grad(u), grad(v)) * dx - inner(grad(u), n) * v * ds

9 L = f * v * dx

10 # Now solve for u with a == L for all v in U

Listing 1: A UFL expression for the Poisson equation as a linear variational problem (Eq.
1.3.2).

On line 2 we symbolically define our domain Ω and its meshed equivalent7 as a Mesh ob-

ject, in this case with triangular cells. At this point we have specified no information about

the structure or density of the mesh itself. On line 3 we define our function space V as a

FunctionSpace object, in this case the space of second order continuous Lagrange polynomials

we encountered in Sect. 1.2, though in this case on 2D triangular cells. On line 4 we define the

solution u as a trial function, another standard term in finite element methods for the function

that the linear variational problem is solved for, in the function space V . On line 5 we define

the test function v, also in V .8 On line 6 we define the forcing function f as a Coefficient

object in V : this is the UFL name for a finite element function which has known basis function

weight coefficients. On line 7 we create an outward facing normal vector n to the boundary of

Ω as a FacetNormal object. On line 8 we define the left hand side of our problem, the 2-linear

(bilinear) form a(;u, v). 9 On line 9 we define the right hand side of our problem, the 1-linear

7The meshed equivalent is often referred to as Ωh. In this work Ω is used to refer to domain or its mesh,
depending on the context.

8A note on Galerkin methods: by specify both u and v to be in the same function space, this is a Ritz-Galerkin
method. If they were in different spaces we would be using a Petrov-Galerkin method.

9The terms ‘2-linear form’ and ‘bilinear form’ are properly defined in Sect. 1.4.4.
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(linear) form L(; v).

This is entirely symbolic, we have not specified an actual domain or mesh (Ω), other than

to imply that it must be solved in 2D by specifying triangular cells. Similarly, we do not give

values to our forcing function f . We therefore cannot use UFL for solving the problem; we need

to implement some system which will attach data to these symbolic expressions and then solve

them. Nevertheless, this is a flexible way of expressing the mathematics of our problem which

is the intended level of abstraction. UFL has operators such as grad and inner which can be

symbolically differentiated using a derivative operator10, as well as domain specific features

such as meshes and function spaces.

1.3.2 Firedrake

Domain(s)

Variational	
Problem(s)

Input	Data

Mesh(es)

Discretised	
Variational
Problem(s)

Finite	Element	
Functions

Firedrake
Mesh(es)

UFL	Expressions	
with	Firedrake	
Functions	and	
Cofunctions

Firedrake	
Functions	and	
Cofunctions

Model Finite	Element	Method
Discretised Model Firedrake Implementation

Figure 1.2: The relationship between models on domains, finite element method discretisations,
and their Firedrake implementation. Variational problems that one can solve with finite element
methods exist on some domain, with some data supplied to inform them. The finite element
method discretisation has these data as finite element functions on some mesh, which introduces
an extra dependency. Note the similarity between Firedrake’s implemented abstractions and
the finite element method discretisation. Firedrake Cofunctions are introduced in chapter 2.

Firedrake adds concrete data to symbolic UFL expressions by introducing Python subclasses

of the symbolic UFL objects. These have the same behaviour as their symbolic equivalents so

can be used in place of them. Firedrake therefore maintains the high level of abstraction of

UFL but allows variational problems to be solved and systems to be modelled.

10this performs the Gateaux derivative, introduced in chapter 5
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1 from firedrake import *

2 omega = UnitSquareMesh(20, 20)

3 V = FunctionSpace(omega, family="CG", degree=2)

4 u = TrialFunction(V)

5 v = TestFunction(V)

6 f = RandomGenerator(PCG64(seed=0)).beta(V, 1.0, 2.0)

7 n = FacetNormal(omega)

8 a = inner(grad(u), grad(v)) * dx - inner(grad(u), n) * v * ds

9 L = f * v * dx

10

11 bc = DirichletBC(V, 0, "on_boundary")

12 u_sol = Function(V) # solution will be stored here

13 solve(a == L, u_sol, bc)

14

15 # Equivalent nonlinear variational problem

16 u = Function(V)

17 F = (inner(grad(u), grad(v)) - f * v) * dx - inner(grad(u), n) * v * ds

18 solve(F == 0, u, bc) # solution will now be in u

19 u_sol = u

Listing 2: Solving Poisson’s equation (Eq. 1.3.2) with Firedrake using a randomly generated
forcing function on a unit square mesh with 20 × 20 × 2 = 800 triangular cells. The forcing
function f and solution u are shown in Figure 1.3.

As an example, see Listing 2, which solves Poisson’s equation with Firedrake. We now have

a concrete Ω, a mesh of the unit square with vertices (x, y) at (0, 0), (0, 1), (1, 0) and (1, 1)

made up 20× 20× 2 triangles. The finite element function space we solve on is, as before, the

space of second order continuous Lagrange polynomials. The forcing function is a randomly

generated function f(x, y) in V with values between 1.0 and 2.0.11

We can now specify a boundary condition, which we set as u = 0 on the boundary of Ω. 12

This gives us everything we need to solve the problem, which we do on line 13. The solution is

deposited into a Function object: this is the data carrying subclass of the UFL Coefficient

object in Firedrake (f is also a Function).13 Plots of the resultant f and u are shown in Fig.

1.3. A summary of the relationship of Firedrake to the finite element method and variational

problems on domains is shown in Fig. 1.2.

Firedrake can also be used to solve nonlinear variational problems of the form ‘find u in U

such that

F (u; v) = 0 ∀ v ∈ V.’ (1.3.3)

This is done iteratively using a Newton-type method which has one repeatedly solving a linear

11Note that the forcing function shown will not be mesh independent - i.e. a true solution will not be
approached as the mesh is refined. This is fine for this illustrative example, but it still worth noting.

12This is a Dirichlet boundary condition, also known as a ‘strong’ boundary condition. Since we specify a
value on the boundary the

∫
dΩ
∇u · n ds term goes to zero, but it is kept here for clarity.

13Data carrying Firedrake equivalents to UFL types are discussed further in chapter 2.
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Figure 1.3: The forcing function f (left) and solution u (right) to Poisson’s equation (Eq. 1.3.2),
generated with the code in Listing 2.

system based on F and its first derivative14, until F is sufficiently close to 0. For more, see

chapter 9. Whilst Poisson’s equation is a linear PDE, we can express it in the form of a

nonlinear variational problem ‘find u ∈ V such that∫
Ω

∇u · ∇v − fv dx−
∫
dΩ

v∇u · n ds = 0 ∀ v ∈ V (1.3.4)

which will converge in a single Newton iteration. This is done on lines 15 to 19 of Listing 2.

Firedrake maintains a close relationship with the Portable, Extensible Toolkit for Scientific

Computation (PETSc) [9, 10]. PETSc solvers are used to solve both linear and nonlinear

PDEs15, whilst mesh topology information is stored on PETSc data structures. This will be

discussed more in chapter 4.

Firedrake programs can be run in parallel using the Message Parsing Interface (MPI) [11].16

A script that runs in serial can also be run on thousands of MPI processes with no changes

to the code.17 Parallelism occurs at various stages: meshes and function spaces on them are

‘parallel decomposed’, function manipulations require parallel communications, and variational

problem solves make use PETSc’s MPI parallelism. Much of this is discussed further in chapter

7.

Relevant parts of Firedrake’s execution model are discussed more in chapter 3 and sum-

14taken using a Gateaux derivative, introduced in chapter 5
15Firedrake’s solver functions are more flexible than this simple example suggests. For example, PETSc solver

options can be passed from Firedrake to PETSc. See the PETSc manual [10] and Firedrake project website
https://www.firedrakeproject.org/ for more information

16For more on MPI Gropp’s ‘Using MPI’ [12] is a lucid introduction.
17It is a requirement that any features added to Firedrake must work seamlessly in serial and parallel.
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marised in Fig. 1.4. In brief, one finds oneself with UFL expressions, which contain Firedrake

data carrying types, that need to be executed on a meshed domain. The UFL expressions

are compiled into small executables, known as ‘kernels’ to execute on a given mesh cell: this

is the responsibility of the Two Stage Form Compiler (TSFC) [8]. Within TSFC, symbolic

UFL elements are converted into concrete implementations via the Finite Element Automatic

Tabulator (FIAT) [13] and FInAT18 [14] libraries. Execution of the kernels on every cell of the

mesh is handled by the PyOP2 library [15] which produces fast C code for doing this which it

compiles and runs. Where one is solving a linear variational problem19, one now has a globally

defined linear system Ax = b to solve, which is the responsibility of PETSc. Time varying

problems are solved by setting up an iterative time-stepping regime when writing the Firedrake

code itself.

The process of going from UFL expression with data attached, such as an expression of a

linear variational problem a(;u, v) = L(; v), to a concrete set of numbers, such as system of

equations to solve Ax = b, is known as assembly and will be discussed further in chapter 2.

UFL	
Expressions	

with	
Firedrake	

Functions	and	
Cofunctions

TSFC	
Compilation

FInAT Element	
Conversion

FIAT	Element	
Conversion

Kernel
PyOP2	

Execution	
Control

Loop	
Over	
Mesh	
Entites
Code

Firedrake	
Functions,	
Cofunctions	
or	Matrices

PETSc Solvers

Solution

Element	
Implementation

Symbolic	
UFL	

Element

Compilation	&
Execution

Assembly

Solving
Global	Mesh	Cells	and	Data

ProcessKey: OutputInput

Automated
Production

Figure 1.4: Firedrake’s primary execution model, from UFL expressions with Firedrake data-
carrying Functions and Cofunctions (see chapter 2) to assembled Firedrake objects which can
be passed to linear solvers giving some solution.

18A recursive acronym ‘FInAT Is not A Tabulator’
19by this stage, a nonlinear variational problem has been linearised by Firedrake in the Newton solver so it

will look like a linear problem
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1.3.3 Other Finite Element Method DSLs and Libraries

As well as Firedrake, the finite element libraries FEniCS [16, 17]20, it’s recent rewrite FEniCSx,

and DUNE-Fem [18] use UFL for the purpose of specifying variational problems to solve.

As with Firedrake, legacy FEniCS and FEniCSx each take the approach of creating Python

subclasses of the symbolic UFL objects to attach data and allow their manipulation, and

implement a form compiler to generate kernels.

UFL is not the only domain specific language found in scientific computing for producing

models. For example, the Devito DSL [19] provides a similar level of mathematical abstraction

as UFL, but within the context of finite-difference methods.

Within the world of finite elements, the recently developed Finch DSL [20], embedded in

the Julia programming language, is very similar to UFL and, within the language, contains

additional specialised operations needed for finite volume methods. FREEFEM [21] is a C++

library which also contains a similar DSL. These projects both include a solver, so do not have

as firm a separation of symbolics from data as found in UFL and the libraries, such as Firedrake,

that use it.

Other finite element method libraries, which will be introduced as necessary in the text,

do not advertise themselves as DSLs but do provide a high level of abstraction. In particular,

NGSolve [22] has a Python API which bears a strong resemblance to UFL, though perhaps

with more finite element method specific nomenclature.

Other open source libraries such as Elmer-FEM [23] and GOMA [24] operate at a higher

level of abstraction than UFL, with finite element models of specific, predefined systems of

PDEs performed. The Multiphysics Object-Oriented Simulation Environment (MOOSE) [25]

allows users to define their own PDEs, but operates at a much lower level of abstraction than

UFL: one must specify the kernels to use on each mesh cell from the weak form of the PDE.

There are many finite element method libraries which are application specific of which many

are closed source. Examples include Abaqus FEA [26], COMSOL Multiphysics [27] and various

software packages developed by ANSYS [28]. These find wide use in engineering but, due to

their closed source and application specific nature, cannot be easily compared with the work in

this thesis.

1.4 Hilbert Spaces, Dual Spaces, the Riesz Representa-

tion Theorem and Multilinear Forms

1.4.1 Hilbert Spaces

Hilbert spaces, named after 19th and 20th century mathematician David Hilbert, generalise

Euclidean vectors (u ∈ Rn or c ∈ Cn) and their associated spaces (Rn and Cn) to include

20now known a ‘legacy’ FEniCS
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infinite dimensions and vectors which are functions. When discussing Hilbert spaces we adopt

similar notation to that found in Schwedes et al. [29]. The requirements of a Hilbert space H

are that it has some inner product ⟨•, •⟩H (which induces a norm on its members) and that it

is complete. The notation ‘•’ is used to indicate where operands are placed.

All finite element function spaces, such as piecewise polynomials, are Hilbert spaces, as are

Euclidean vector spaces: the difference is which inner product is taken. For vectors u and v

which are piecewise polynomial functions it is typically a Sobolev inner product, the simplest

of which is the L2 inner product over the meshed domain Ω

⟨u, v⟩L2 =

∫
Ω

u(x)v(x)dx (1.4.1)

whilst for n dimensional Euclidean vectors it is the l2 inner product

⟨u, v⟩l2 =
n−1∑
i=0

uivi. (1.4.2)

A Hilbert space’s inner product induces a norm (a real number which gives a notion of how

‘big’ a member of the space is) given, for some u in the Hilbert space, by

∥u∥ =
√
⟨u, u⟩. (1.4.3)

The requirement that a Hilbert H space is ‘complete’ means that any Cauchy sequence of

points within the space, i.e. a sequence where the points get arbitrarily close to one another

(i.e. close to some point) as the sequence continues, is, as the sequence tends to having infinite

members, within the space. This, crucially, means that one can take limits in the space, for

example when defining calculus operations. Hilbert spaces are a subset of both Banach spaces,

which are complete and have a norm (but not necessarily an inner product) and inner product

spaces which have an inner product but are not necessarily complete.

1.4.2 Dual Spaces

The topological dual space or continuous dual space, here simply referred to as the dual space,

H∗ to a so-called primal vector space H is the space of linear continuous functions (also known

as linear continuous forms) that map from H to the scalar members K that make up each

vector:

H∗ = H → K. (1.4.4)

Such functions are known as functionals. If H is a real vector space (such as Rn) then the

scalar members are real numbers and K = R; if it is a complex vector space (such as Cn) then
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K = C. We will limit ourselves to the real case, i.e.

H∗ = H → R. (1.4.5)

The terms ‘linear’ and ‘continuous’ require explanation. Consider some specific functional

u∗ ∈ H∗. We say that it is linear if it can be expressed as

u∗(;αv) = αu∗(; v) ∀ v ∈ H,α ∈ R. (1.4.6)

This linearity in αv is denoted by a semicolon before the argument. Furthermore we say that

u∗ is continuous if, for our purposes, there are no discontinuities in the value of u∗(v), where

v ∈ H, as we vary v (i.e. u∗ ∈ C0 and H∗ ⊂ C0)21.22 Functional continuity is only relevant

for infinite dimensional functionals; since this work focusses on the finite dimensional case, this

will not be remarked upon again.

1.4.3 The Riesz Representation Theorem

For Hilbert spaces, the Riesz representation theorem links given vectors in primal Hilbert spaces

to unique continuous linear functionals in the dual space. Such is the link that, for each vector,

the corresponding member of the dual space is generally referred to as a covector.

Consider a Hilbert space with inner product ⟨•, •⟩H . The theorem states that, for the dual

space of linear continuous functionals H∗ with a given member u∗ ∈ H∗ there is a unique u ∈ H
such that

u∗(; v) = ⟨u, v⟩H ∈ R ∀ v ∈ H.23 (1.4.7)

The inner product in the primal space gives an inner product to use in the dual space and thus

an induced norm. These are equivalent:

∥u∥H = ∥u∗∥H∗ . (1.4.8)

Put another way, (a) for every covector there is a vector where (b) the covector functional

is given by the inner product of the vector in the primal space and (c) each pair have identical

magnitude. The theorem also states that the inverse is true, i.e. that for every vector there

is a covector. We care about the Riesz representation theorem because it gives us a definition

21There are various formal definitions of continuity, see for example equation 1.87 in Schwedes et al. [29].
22The dual space of all linear functionals is known as the ‘algebraic dual space’; we are merely concerned with

the subspace of continuous linear functionals, the ‘topological’ or ‘continuous’ dual space.
23Note that, in mathematics, the second argument in an inner product is antilinear, meaning, for a scalar

α, ⟨u, αv⟩H = ⟨u, v⟩H ᾱ where ᾱ is the complex conjugate of α. Since we are limiting ourselves to real-valued
spaces antilinearity is linearity. In the complex case this would define the anti-dual space H̄∗, indeed UFL, and
hence Firedrake, treat all functionals (i.e. forms) when running in complex mode as antilinear. This means
that a form employing a test function v, which in real mode we are linear in, is treated as being antilinear in
complex mode. I.e. ⟨•, v⟩ = v̄T · •. Dealing with the complex case is beyond the scope of this work.
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for vector adjoints : the covector associated with a vector is known as its adjoint whilst the

operation which finds it is called taking the adjoint. More on the Riesz representation theorem

using similar notation, including a proof, can be found in section 1.2.1 of Schwedes et al. [29].

The Riesz map takes each u∗ from H∗ → H

RH : H∗ → H (1.4.9)

for a given choice of inner product. The Riesz map calculated for a given covector and inner

product

RH(u
∗) ∈ H for given u∗ ∈ H∗ (1.4.10)

is known as the Riesz representer.

1.4.4 Using Multilinear Forms to Find the Riesz Representer

Multilinear forms are maps which are linear in all their arguments and map to a scalarK, which

is usually either R or C. 24 As before, we will limit ourselves to the real case, i.e. K = R. For
k linear arguments in function spaces {Vi}k−1

0 this is

Vk−1 × ...× V0 → R (1.4.11)

which we refer to as a k-linear form, often referred to as simply a k-form. Since it maps to R,
a multilinear form is an example of a functional. Here are some examples:

1. A 2-linear form (also known as a bilinear form or 2-form) contains two arguments, for

example ∫
Ω

u(x)v(x)dx ∈ R ∀u ∈ U, v ∈ V. (1.4.12)

2. a 1-linear form (also known as a linear form or 1-form) contains one argument, for example∫
Ω

u(x)dx ∈ R ∀u ∈ U. (1.4.13)

3. a 0-linear form (also known as a number25 or a 0-form) contains no arguments, for example∫
Ω

10dx ∈ R. (1.4.14)

Confusingly there is another kind of “form” which crops up when talking about finite ele-

ments, a differential form. This is a generalised approach for the expression of integrands for

24The general name for K in mathematics is a “field”. This ought not to be confused with “field” as used
here which can be considered to be synonymous with “function”.

25more properly a particular member of the “field” K, in this case R
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integrals over any number of dimensions: line, surface, volume and higher dimension manifolds.

These are used in Finite Element Exterior Calculus (FEEC) which is a complicated area and

not the topic of this thesis. Unless stated otherwise, the word “form” here exclusively refers to

multilinear forms.

Riesz representers can be expressed by considering our inner product as a 2-linear (bilinear)

form M operating on two spaces U1 and U0

M : U1 × U0 → R i.e. M(;u1, u0) ∈ R. (1.4.15)

Note we now have two arguments after the semicolon, we are linear in both of them. For the

L2 inner product this is

ML2

(;u1, u0) =

∫
Ω

u1(x)u0(x)dx. (1.4.16)

The argument ordering is deliberately in reverse order to match the ordering found in UFL;

this is discussed in more detail in Sect. 2.4.1. We can Curry this form by expressing it as a

function of U1 which linearly maps to another function, this time of U0, which then maps to R

M(;u1, u0) =M1(;u1)︸ ︷︷ ︸
M0

(;u0) =M0(;u0) = ⟨u1, u0⟩H ∈ R. (1.4.17)

In more detail

M1 : U1 → (U0 → R︸ ︷︷ ︸
U∗
0

) (1.4.18)

only evaluates u1, leaving u0 as a free argument such that

M1(;u1)(; •) = ⟨u1, •⟩H ∈ U∗
0 ∀u1 ∈ U1. (1.4.19)

The symbol ‘•’ indicates an empty slot to place the operand u0. Lastly,

M0 : U0 → R (1.4.20)

already includes the evaluation of u1 such that

M0(;u0) = ⟨u1, u0⟩H ∈ R ∀u0 ∈ U0. (1.4.21)

If U0 = U1 = U with members u then we have

M1 : U → U∗ s.t. M1(;u)(; •) = ⟨u, •⟩H ∈ U∗ (1.4.22)

i.e. M1 is the inverse of our Riesz map. We can then express the inverse of the Riesz representer

as

M1(;u)(; •) = ⟨u, •⟩H = u∗(; •). (1.4.23)
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The Riesz representer itself is the solution to this equation where we solve for u. Since

M1(;u)(; •) = M0(; •) = u∗(; •), M0 is the covector u∗ to u. Note that M1(;u) = M0 is a

1-linear form: covectors are 1-linear forms.26

For ML2
on some domain Ω we have

ML2

1 (;u1)(; •) =
∫
Ω

u1(x) · • dx ∈ U∗
0 (1.4.24)

ML2

0 (;u0) =

∫
Ω

u1(x)u0(x)dx ∈ R. (1.4.25)

Taking U0 = U1 = U with members u shows us that ML2

1 is our inverse Riesz map for Hilbert

spaces on a domain Ω, where the inner product is L2. The inverse of the Riesz representer is

given by

ML2

1 (;u)(; •) =ML2

(;u, •) = ⟨u, •⟩L2 =

∫
Ω

u(x) · • dx = u∗(; •). (1.4.26)

In general it is much easier to express how one gets the covector from the vector than the

other way around! Fortunately this is usually the operation that we want. The process of

Currying and un-Currying and its relationship to the development of dual spaces in UFL (the

topic of chapter 2) is discussed further in Ham [30].

The Hilbert space of Euclidean vectors Rn is a simple example. A typically used inner

product here is l2 so for u∗ ∈ (Rn)∗ we have

u∗(; v) = ⟨u, v⟩l2 =
n−1∑
i=0

uivi ∈ R ∀ v ∈ Rn. (1.4.27)

This sum is the same for a row-vector/vector product

u∗(; v) = u∗︸︷︷︸
∈1×Rn

v︸︷︷︸
∈Rn

=
(
u0 . . . un−1

)
v0
...

vn−1

 =
n−1∑
i=0

uivi = ⟨u, v⟩l2 (1.4.28)

so we can say that

(Rn)∗ = 1× Rn. (1.4.29)

The requirement that the norms be the same

∥u∗∥ =
√
u∗(;u) =

√
u∗︸︷︷︸

∈1×Rn

u︸︷︷︸
∈Rn

=
√
⟨ u︸︷︷︸
∈Rn

, u︸︷︷︸
∈Rn

⟩l2 = ∥u∥ (1.4.30)

tells us that the unique covector u∗ ∈ (Rn)∗ is in fact the transpose of u

u∗ = uT (1.4.31)

26This is obvious when we recall that a covector in U∗ is a linear map of U → R.
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and so the Riesz map is ‘take the transpose’.

The 2-linear (bilinear) form for the inner product here is M l2

M l2
1 (;u1)(; •) = ⟨u1, •⟩l2 =

n−1∑
i=0

u1i[•]i ∈ U∗
0 (1.4.32)

M l2
0 (;u0) =

n−1∑
i=0

u1iu0i ∈ R. (1.4.33)

Taking U0 = U1 = U with members u gives M l2
1 as our inverse Riesz map for Rn whilst our

inverse Riesz representer is

M l2
1 (;u)(; •) =M l2(;u, •) = ⟨u, •⟩l2 =

n−1∑
i=0

ui[•]i = u∗(; •). (1.4.34)

The sum here once again tells us that covectors can be represented as row vectors.

Since we have finite computational resources, we cannot perform calculations on infinite

dimensional vector spaces. The inner products we perform on finite element function spaces,

such as the L2 inner product on piecewise polynomials can always be expressed as a row-

vector/matrix/vector product or equivalent tensor contraction. This is because we represent

our functions as coefficients of a finite number of basis functions: for a finite dimensional

function space U on some meshed domain Ω where we take the L2 inner product we have

⟨u, v⟩L2
U
=

∫
Ω

u(x) · v(x)dx =

dim(U)∑
i,j

∫
Ω

uiϕi(x) · vjϕj(x)dx =

dim(U)∑
i,j

u1iM
U
ij vj, (1.4.35)

u, v ∈ U, (1.4.36)

MU
ij =

∫
Ω

ϕi(x) · ϕj(x)dx. (1.4.37)

This form, where we have a matrix, here MU , between the coefficients of the basis functions is

common to all inner products. MU is necessarily square since u and v are taken from the same

discretised space. The matrix defines the exact inner product we do but its elements depend on

the specific discretisation we use, which in turn depends on how our domain has been meshed

and which function spaces we choose. For given functions in a particular function space on

a particular mesh, however, the matrix is always the same. We deliberately chose to call the

forms we used earlier M for this very reason. For the L2 inner product the matrix is used so

often that it is known as the mass matrix. For other inner products this matrix generally goes

unnamed. For an H1 inner product it could be called a discretisation of the Helmholtz operator

or a ‘Helmholtz matrix’ (the mass matrix minus the discretisation of the Laplacian operator)27

27There are multiple equivalent, though not equal, ways of expressing an H1 inner product: one can, for
example, multiply the discretisation of the Laplacian operator by a scaling factor and still have an H1 inner
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whilst for the l2 inner product it is an identity matrix.

A point that will become important in our discussion of automatic differentiation (Chapter

5), is that if we change any of the mesh, the function space, or the choice of inner product, we

get a different covector for each vector in the function space which depends on the particular

inner product matrix. An important consequence of this for mesh refinement is discussed in

Sect. 5.3. For example the inverse Riesz representer that goes with equation 1.4.35 is

M
L2
U

1 (;u)(; •) = ⟨u, •⟩L2
U
=

dim(U)∑
ij

u1iM
U
ij · [•]j = u∗(; •) (1.4.38)

i.e. u∗ is the transpose of the coefficients of the basis functions of the primal function u

multiplied by the particular mass matrix MU

u∗1j =

dim(U)∑
i

u1iM
U
ij . (1.4.39)

This is the same for any Hilbert space where its members are represented by finite members of

orthogonal basis functions: one merely needs to update the inner product matrix to reflect the

inner product used. Note that since MU
ij is square, for every u1i we have a u∗1j, i.e. the finite

dimensional space of covectors U∗ has the same number of dimensions as the primal space U

dim(U) = dim(U∗). (1.4.40)

product.
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Chapter 2

Dual Spaces in UFL
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This chapter as a whole draws on ideas from [30].

2.1 Motivation and Existing Work

All software libraries present a layer of abstraction on top of some underlying set of routines in

order to achieve a particular task, via an Application Programming Interface (API). A Domain

Specific Language (DSL) takes the idea of an API and allows the user to be more expressive,

using the software library in more ways than a developer could program within an API. To

achieve this, DSLs need to implement a set of types and operations that can be applied to

those types: for example in UFL there are Coefficient types which can be added together

to produce a UFL Expr object (specifically an instance of Sum which is a subclass of Expr).

This result can then be further manipulated within UFL. As long as operations on objects

within the language yield objects which are also within the language, various rules can then be

implemented in an attempt to avoid the valid expression of things which are uncomputable or

mathematically nonsensical.

UFL is a powerful language for specifying k-linear forms which are integrals. However,

prior to the start of this PhD it had no concept of dual spaces or the covector members of

them despite them often appearing in the language, as is detailed in this chapter. Adding these

concepts makes the language safer, since one can type check for a primal function versus a dual

space covector, and, as will be detailed in chapter 9, allows new kinds of k-linear form to be

represented.

Adding covectors also gives types to use with adjoint operators: Consider a linear operator

on Hilbert spaces A : U → V , with corresponding dual spaces U∗ and V ∗. The adjoint to A is

the linear operator

A∗ : V ∗ → U∗ (2.1.1)

which satisfies

v∗(;A(;u)) = A∗(; v∗)(;u) ∀ v∗ ∈ V ∗, u ∈ U. (2.1.2)

In words: for specific u and v∗, A∗(v∗) ∈ U∗ is the covector that operates on u to give the same

answer as v∗ operating on A(;u) ∈ V . Adjoint operators are fundamental to operations between

Hilbert spaces and therefore appear regularly in finite element methods. Their construction is

considered in chapter 5, Sect. 5.4.1.

As stated before, UFL is used by Firedrake, legacy FEniCS [16, 17] its recent rewrite

‘FEniCSx’ and DUNE-Fem [18] for the purpose of specifying weak formulations of PDEs, so

making this change has a significant potential impact.

Some finite element libraries that maintain a significant enough level of abstraction to recog-

nise that finite element functions are vectors in Hilbert spaces already contain this information.

MFEM [31, 32] explicitly has types which maintain a clear distinction, as detailed on their
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website1, whilst FREEFEM [21] discusses ‘dual vectors’ but does not have an explicit type for

them. Other libraries which are considered in this work, such as deal.II [33], NGSolve [22] and

Finch [20] do not usually explicitly refer to dual spaces and covectors in their documentation,

other than when referring to dual evaluation2 (the topic of chapter 3). This is not surpris-

ing: for the distinction to be of significant consequence, the method of representing k-linear

forms needs to be sufficiently abstracted and composable for this to matter. For finite element

methods, only UFL operates at a high enough level of abstraction.

2.2 Summary of Contributions

I have been closely involved in the effort to add dual spaces to UFL, aiding both design and

implementation, throughout my PhD. This work was completed by Nacime Bouziani3 who

went on the integrate the UFL changes with Firedrake. I am listed as an author on a, currently

work-in-progress, paper detailing this work.

Whilst this is not my main body of work, much of the description here is needed to under-

stand later chapters, in particular chapter 9.

2.3 Representing Covectors as Cofunctions

Recall that finite element functions are weighted sums of basis functions (Sect. 1.2)

u(x) =

dim(U)∑
i

uiϕi(x) ∈ U. (2.3.1)

Ciarlet’s finite element formulation [34]) has us build the basis functions from members of the

dual space ϕ∗
i ∈ U∗ which are defined such that

ϕ∗
i (;ϕj) = δij (2.3.2)

where δij is the Kronecker delta. This is known as a biorthogonality relationship.

Thanks to this formulation, we can also represent the functional members of U∗ as weighted

sums, this time of the dual basis functionals

u∗ =

dim(U)∑
j

u∗jϕ
∗
j ∈ U∗. (2.3.3)

The coefficients u∗j of the dual basis functionals can be calculated from ui by considering the

1https://mfem.org/pri-dual-vec/
2Finch does not mention dual evaluation
3Department of Mathematics, Imperial College London
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jth entry of the row vector in Eq. 1.4.39

u∗j =

dim(U)∑
i

uiM
U
ij (2.3.4)

where MU
ij is the inner product matrix we have chosen for U to get U∗4. We usually call these

covector functionals cofunctions.

The action of some u∗ ∈ U∗ on some v ∈ U yields the usual inner product thanks to the

biorthogonality relationship

u∗(; v) =

dim(U)∑
i,j

u∗iϕ
∗
i (; vjϕj) (2.3.5)

=

dim(U)∑
i,j

u∗i vj ϕ
∗
i (;ϕj)︸ ︷︷ ︸
δij

(2.3.6)

=

dim(U)∑
i

u∗i vi (2.3.7)

= ⟨u, v⟩U . (2.3.8)

Note that here u∗ is not represented as a row vector (as was done in Sect. 1.4.4), instead

the necessary tensor contraction naturally falls out of the biorthogonality relationship. The

sum is still equivalent to a row-vector/column-vector product and both tensor contraction and

row-vector/column-vector product representations are used throughout this work.

2.3.1 UFL Symbolic Equivalents

UFL’s type system contains two types for specifying finite element functions

u(x) =
∑dim(U)

i uiϕi(x) ∈ U

(i) Coefficient for when we know and can specify the exact list of coefficients for the primal

bases and

(ii) Argument for when we don’t know the list of coefficients and, typically, want to find them

out by solving some problem.

These types, particularly Arguments, have been designed to go in multilinear forms (they are,

in each case, subclassed from a FormArgument type).

We have added two new equivalent types for finite element cofunctions u∗ =
∑dim(U)

j u∗jϕ
∗
j ∈

U∗

4i.e. u and u∗ are linked by the particular Riesz map that this specific inner product matrix yields
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(i) Cofunction for when we know and can specify the exact list of coefficients to dual basis

functionals and

(ii) Coargument for when we don’t know the list of coefficients.

Finite element functions Coefficients and Arguments in UFL are created from a finite ele-

ment function space U , in UFL represented by a FunctionSpace class which requires a symbolic

meshed domain and symbolic finite element. Cofunctions and Coarguments are created from

a new DualSpace class representing U∗. This can be accessed via a FunctionSpace.dual()

method. An is_dual helper function helps to identify whether finite element spaces and their

members are primal or dual. Note that if we create a Coefficient with a DualSpace we return

a Cofunction.

It is planned that a Cofunction should be able to operate on a Coefficient or Argument

and produce the symbolic equivalent of the action of that cofunction on the primal function.

The changes are summarised in Listing 3.

1 from ufl import *

2 from ufl.duals import is_dual

3

4 omega = Mesh(triangle)

5 U = FunctionSpace(omega, FiniteElement("CG", triangle, 1))

6 u = Coefficient(U)

7 v = Argument(U, 0) # Argument 0 implies a test function

8 # Everything below is new

9 U_star = U.dual()

10 u_star = Cofunction(U_star)

11 u_star = Coefficient(U_star) # this also gives a Cofunction

12 assert is_dual(u_star)

13 v_star = Coargument(U_star, 0)

14 v_star = Argument(U_star, 0) # this also gives a Coargument

15 assert is_dual(u_star)

Listing 3: A summary of the new dual space and cofunction capabilities in UFL.

2.3.2 Firedrake Data Carrying Equivalents

In Firedrake we add data-carrying ability to the Coefficient type by subclassing it to create

a firedrake.Function class - at this point we also add a basis function ordering.

firedrake.Functions are created from a firedrake.FunctionSpace class, which requires a

meshed domain, and a finite element. The firedrake.FunctionSpace class then creates

the global Degrees of Freedom (DoFs) over the mesh. The firedrake.Argument

class, a subclass of ufl.Argument, includes the DoF ordering information from the

firedrake.FunctionSpace.
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firedrake.Cofunction is similarly subclassed from ufl.Cofunction and carries

data and a dual basis functional ordering. firedrake.Cofunction requires

a firedrake.FiredrakeDualSpace class to instantiate. Note that if we create a

firedrake.Function with a firedrake.FiredrakeDualSpace we return a

firedrake.Cofunction.

Both firedrake.Function and firedrake.Cofunction have a riesz_representation

method which returns the corresponding firedrake.Cofunction or firedrake.Function, re-

spectively, for a chosen Riesz map. The changes are summarised in Listing 4.

1 from firedrake import *

2 from ufl.duals import is_dual

3

4 omega = UnitSquareMesh(20, 20)

5 U = FunctionSpace(omega, FiniteElement("CG", triangle, 1))

6 u = Function(U)

7 v = Argument(U, 0) # Argument 0 implies a test function

8 # Everything below is new

9 U_star = U.dual()

10 u_star = Cofunction(U_star)

11 u_star = Function(U_star) # this also gives a Cofunction

12 assert is_dual(u_star)

13 u_star = u.riesz_representation(riesz_map="L2")

14 assert is_dual(u_star)

15 u = u_star.riesz_representation(riesz_map="L2")

16 assert not (is_dual(u))

17 v_star = Coargument(U_star, 0)

18 v_star = Argument(U_star, 0) # this also gives a Coargument

19 assert is_dual(v_star)

Listing 4: A summary of the data carrying dual space and cofunction capabilities in Firedrake,
using types inherited from UFL.

2.4 UFL Forms and Assembly

2.4.1 Multilinear Forms in UFL

As the name of the language implies, the Unified Form Language (UFL) allows the expression

of forms. These are important since they appear when expressing variational problems. Recall

that a linear variational problem is of the form ‘find u ∈ U such that

a(;u, v) = L(; v) ∀ v ∈ V (2.4.1)
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(Eq. 1.2.1). The left hand side is a 2-linear form and the right hand side is a 1-linear form. Of

course we also need to solve nonlinear variational problems, but since these are always linearised

in an iterative solver, we find ourselves solving linear variational problems in practice.

Prior to this work, UFL multilinear forms were limited to the expression of definite integrals,

such as the L2 inner product in Eq. 1.4.16 with k in Eq. 1.4.11 being at most 2 (see chapter 9

for the new extension).

Coefficients and Arguments, have been designed to go in multilinear forms (they are, in

each case, subclassed from a FormArgument type). The same UFL expression for a form

term_1 * term_0 * dx

can be a 2- 1- or 0-linear form depending on the types of term_1 and term_0. Here are the

three possibilities:

1. a 2-linear form

V1 × V0 → R (2.4.2)

such as ∫
Ω

u(x)v(x)dx ∈ R ∀u ∈ U, v ∈ V (2.4.3)

has u and v each as an instance of an Argument, where we instantiate u as being argument

number 1 (u ∈ V1) and v as being argument number 0 (v ∈ V0). To match the naming

used in the finite element method where we multiply our PDEs by a test function and

integrate the expression

(i) a TrialFunction (the variable we solve for) is an Argument instantiated as position

1 (here u) and

(ii) a TestFunction (the variable we multiply by) is an Argument instantiated as argu-

ment 0 (here v).

In UFL we write this as

u = TrialFunction(U)

v = TestFunction(V)

bilinear_form = u * v * dx

for some appropriately defined finite element function spaces U and V.

2. A 1-linear form

V0 → R (2.4.4)

such as ∫
Ω

h(x)v(x)dx ∈ R for specified h ∈ H and ∀ v ∈ V (2.4.5)
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has h as a Coefficient, since it’s a specific function of x, whilst v is an Argument

instantiated as argument number 0 (v ∈ V0 so it’s a TestFunction). These often turn

up as forcing terms in PDEs where you know a specified forcing function but still have

to multiply by a test function and integrate. In UFL we write this as

h = Coefficient(H)

v = TestFunction(V)

one_form = h * v * dx

3. A 0-linear form (which is a number)

K (2.4.6)

such as ∫
Ω

h(x)f(x)dx ∈ R for specified h ∈ H, f ∈ F (2.4.7)

has both h and f as Coefficients. In UFL we write this as

h = Coefficient(H)

g = Coefficient(G)

zero_form = h * g * dx

2.4.2 Assembly

The integrals in equations 2.4.3, 2.4.5 and 2.4.7 look very similar but they mean very different

things thanks to their UFL type information.

We realise that meaning when we assemble our UFL forms into a concrete output: that

means giving data to the Coefficients which match a specific discretised function space or

constant value and creating finite dimensional operators corresponding to our 2-linear and 1-

linear forms. This happens whenever we come to solve a PDE, for example by calling solve

in Firedrake: before we use our chosen solver, we need to turn our linear variational problem

‘find u ∈ U such that

a(;u, v) = L(; v) ∀ v ∈ V ’ (2.4.8)

(Eq. 1.2.1) into a system of equations

Ax = b (2.4.9)

to solve for x, giving the basis coefficients of u. Assembly in Firedrake can be done outside of

solve via an assemble function.

It is at this point that our changes to UFL and Firedrake become important. Whilst all

libraries which use UFL have an assembly operation, UFL was not equipped to provide the

outputs of assembly with a type. This made it difficult to, for example, compose operations

which used the output of assembling a 1-linear form. In each case assembling now does the

following:
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1. the assembled 2-linear form for equation 2.4.3 where

u =

dim(U)−1∑
i=0

uiϕi ∈ U (2.4.10)

v =

dim(V )−1∑
j=0

vjψj ∈ V (2.4.11)

is written in Firedrake as

u = TrialFunction(U)

v = TestFunction(V)

bilinear_form = u * v * dx

assembled_bilinear_form = assemble(bilinear_form)

This can be thought of mathematically as leaving the coefficients ui and vj of each space

out of the equation. So∫
Ω

u(x)v(x)dx becomes

∫
Ω

ϕi(x)ψj(x)dx =Mij. (2.4.12)

This is a dim(U)× dim(V ) matrix which is stored in assembled_bilinear_form: i.e. it

can be an operator that takes a vector vj that corresponds to vjψj to produces a vector ui

that corresponds to uiϕi. If U = V then then assembling the 2-linear form (the integral)

performs an L2 inner product ⟨•1, •0⟩L2 and the matrix Mij is the mass matrix for the

finite element function space. All such matrices that result from forming an inner product

on a finite element function space are assembled 2-linear forms, irrespective of whether

they have been assembled by Firedrake or not.

In a linear variational problem, the matrix Mij is the matrix Aij that is inverted to solve

for xi in Eq. 2.4.9.

Whilst bilinear_form is symbolically a 2-linear operator, assembly concretely

computes its expansion into a particular matrix given a particular basis.

assembled_bilinear_form is now a firedrake.Matrix type, which inherits from a

new ufl.Matrix class. Prior to this work, firedrake.Matrix was not a subclass of a

UFL type.

2. The assembled 1-linear form for equation 2.4.5 where

h =

dim(H)−1∑
i=0

hiϕi ∈ H (2.4.13)

v =

dim(V )−1∑
j=0

vjψj ∈ V (2.4.14)
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is written in Firedrake as

h = Function(H)

v = TestFunction(V)

one_form = h * v * dx

assembled_one_form = assemble(one_form)

By default the Function constructor sets all basis function coefficients to zero. Introduc-

ing data to the Function is the topic of chapter 3. Here, assembly computes an expansion

of the 1-linear form in the dual basis given by the choice of inner product (in effect, one

leaves the coefficients vj out of the equation)

∫
Ω

h(x)v(x)dx becomes

dim(H)−1∑
i=0

∫
Ω

hiϕi(x)ψj(x)dx. (2.4.15)

This can be thought of as a 1× dim(V ) row vector which operates on a column vector of

basis function coefficients vj (one for each ψj) and produces a number. The row vector is

v∗0j =

dim(H)−1∑
i=0

h0iMij (2.4.16)

where the ordering of hi again corresponds to hiϕi.
5 We call the output v∗ since it must

be a covector in V ∗ : V → R. If we treat it as a cofunction, as in Eq. 2.3.3, we take the

jth entry of the row vector as the basis cofunction coefficients

v∗ =

dim(V )∑
j

v∗jψ
∗
j (2.4.17)

=

dim(V )∑
j

dim(H)∑
i

hiMijψ
∗
j ∈ V ∗. (2.4.18)

If H = V then this is an L2 inner product again ⟨h, •0⟩L2 : M is again referred to as

the mass matrix and the 1-form is the inverse Riesz representer for H which gives the

h∗ ∈ H∗ that corresponds to h ∈ H. For more see section 1.4.

In a linear variational problem, the jth entry in the row vector v∗0j is the j
th entry of the

right hand side vector bj Eq. 2.4.9.

Here one_form is symbolically equivalent to a cofunction in V ∗, assembly once again

makes it concretely so. assembled_one_form is now a firedrake.Cofunction which

inherits from ufl.Cofunction. Prior to this work, assembled_one_form was a

firedrake.Function in a function space V . That worked because, as previously stated,

covectors to functions in finite element function spaces have the same number of
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dimensions. Nevertheless this was incorrect and open to mathematical mistakes.

3. Lastly the assembled 0-linear form for equation 2.4.7 where

h =

dim(H)−1∑
i=0

hiϕi ∈ H (2.4.26)

f =

dim(F )−1∑
j=0

fjψj ∈ F (2.4.27)

is written in Firedrake as

h = Function(H)

f = Function(F)

zero_form = h * f * dx

assembled_zero_form = assemble(zero_form)

5In the specific case of equation 2.4.5 and its assembled equivalent 2.4.16 the calculation we are doing is

∫
Ω

h(x)v(x)dx =

dim(H)−1∑
i=0

dim(H)−1∑
j=0

∫
Ω

hiϕi(x)vjψj(x)dx (2.4.19)

where vj are unknown. If we factor out vj we get an integral we can actually evaluate as a row-
vector/matrix/column-vector product.

∫
Ω

h(x)v(x)dx =

dim(H)−1∑
i=0

dim(H)−1∑
j=0

∫
Ω

hiϕi(x)ψj(x)dx vj (2.4.20)

=

dim(H)−1∑
i=0

dim(H)−1∑
j=0

h0iMijvj . (2.4.21)

Since we don’t yet know vj we have a row-vector which we treat as an operator

v∗0j =

dim(H)−1∑
i=0

h0iMij . (2.4.22)

This is equivalent to treating our unknown argument v ∈ V as the set of raw basis functions ψj

v∗0j =

∫
Ω

h(x)ψj(x)dx (2.4.23)

=

dim(H)−1∑
i=0

∫
Ω

hiϕi(x)ψj(x)dx (2.4.24)

=

dim(H)−1∑
i=0

h0iMij . (2.4.25)
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and can be thought of mathematically as leaving all the coefficients in

∫
Ω

h(x)f(x)dx =

dim(H)−1∑
i=0

dim(F )−1∑
j=0

∫
Ω

hiϕi(x)fjψj(x)dx (2.4.28)

This is a real number which corresponds to

dim(H)−1∑
i=0

dim(F )−1∑
j=0

h0iMijfj. (2.4.29)

assembled_zero_form will contain this value. If H = F then this is the specific value

for the L2 inner product of these functions ⟨h, f⟩L2 .

So whilst zero_form was symbolically a number, assembly made it concretely so, i.e.

assembled_zero_form is a Python float. This has not been changed.
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Chapter 3

Getting Data into Finite Element

Functions: FInAT Dual Evaluation

Interpolation
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3.1 Motivation

Before we can start solving PDEs using the finite element method, we need a way to take

expressions such as f(x, y) = x2 + y and represent them on our mesh. Furthermore, we might

have a solution to one PDE in one finite element function space which we want to use in another.

In this chapter two ways to do that are introduced, one of which - dual evaluation - we will

use throughout this thesis. As we will see, dual evaluation is computationally efficient and, as

will be demonstrated throughout this thesis, has wide applications. After the definitions, an

efficient implementation of dual evaluation will be demonstrated, which is able to exploit the

structure of certain finite elements to reduce computational cost. It does this by making use of

the pre-existing high-level abstractions used by Firedrake to compose finite elements.

3.2 Dual Evaluation Interpolation

In most implementations of finite element methods we have a set of ‘global’ coordinates x

covering our meshed domain and a set of ‘local’ coordinates x̃ defined on some reference cell.

For each mesh cell we transform from global to local coordinates, perform an operation, then

transform our result back. Nodal dual evaluation, also referred to as simply dual evaluation, is

a way of representing arbitrary functions in finite element function spaces which can be done

in a straightforward cell-by-cell manner using these transformations.

This is an outline of the definition of dual evaluation interpolation found in Sect. 3.3 of [35]

using our notation. As a reminder, finite elements on a reference cell can be represented using

a Ciarlet triple [34]

(K,P ,N ) (3.2.1)

where N = {ϕ̃∗
i }ki=0 is a set of k + 1 cofunctions which are defined on the reference cell K and

are known as the nodal dual basis. The nodal dual basis is often shortened to the dual basis or

the nodes.

3.2.1 Local Interpolation

Local interpolation IP(K) of some locally defined function f̃ into the local function space P(K)
is given by the linear operator

[
IP(K)(; f̃)

]
(x̃) =

k−1∑
i=0

ϕ̃∗
i (; f̃)ϕ̃i(x̃) (3.2.2)

which we see is the evaluation of the dual basis {ϕ̃∗
i }ki=0 on the function f̃ . Each dual evaluation

ϕ̃∗
i (; f̃) gives us the coefficient for the corresponding basis function ϕ̃i(x̃).

Strictly speaking, if ϕ̃∗
i are some set of cofunctions to ϕ̃i, as Ciarlet’s finite element definition
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[34] states, then

ϕ̃∗
i : P(K)∗ → R. (3.2.3)

This implies that f̃ ∈ P(K), in which case

f̃(x) =
k−1∑
j=0

f̃jϕ̃j(x) (3.2.4)

and

[
IP(K)(f̃)

]
(x) =

k−1∑
i=0

k−1∑
j=0

ϕ̃∗
i (; f̃jϕ̃j)ϕ̃i(x) (3.2.5)

=
k−1∑
i=0

k−1∑
j=0

ϕ̃∗
i (; ϕ̃j)f̃jϕ̃i(x) (3.2.6)

=
k−1∑
i=0

k−1∑
j=0

δij
1f̃jϕ̃i(x) (3.2.7)

=
k−1∑
j=0

f̃jϕ̃j(x) = f̃(x). (3.2.8)

This isn’t really an interpolation operation, since it gives us the function we already had. We

want the operation to take a function from a different function space P̄(K̄) into this one. I.e.

IP(K) : P̄(K̄)→ P(K) (3.2.9)

This requires us to define an extension to our dual basis functionals, let us call them ¯̃ϕ∗
i (; f̃), as

¯̃
ϕ∗
i (; f̃) : P̄(K̄)→ R. (3.2.10)

This can be done without needing to redefine the dual basis as long they can be evaluated in the

new space P̄(K̄). For example ¯̃ϕ∗
i can’t require the evaluation of a point on the source reference

cell K̄ which is not in target reference cell K. So long as this can be done with sufficient

accuracy in the function space we are interpolating from, we can perform our interpolation and

get results which have properties which we expect the new space to give us, such as having

particular values at particular points (for more see Maddison and Farrell [36]).

If f̃ ∈ P̄(K̄), i.e.

f̃(x) =
l−1∑
j=0

f̃jψ̃j(x) (3.2.11)

1from Ciarlet’s definition
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where ψ̃j ∈ P̄(K̄) and there are l local basis functions then we have

[
IP(K)(f̃)

]
(x) =

k−1∑
i=0

l−1∑
j=0

¯̃
ϕ∗
i (; ψ̃j)f̃jϕ̃i(x) (3.2.12)

=
k−1∑
i=0

l−1∑
j=0

Ãij f̃jϕ̃i(x) (3.2.13)

Ãij is the k × l local interpolation matrix where each Ãij =
¯̃ϕ∗
i (; ψ̃j).

It is important to highlight that the interpolation operator is unique for a particular choice

of extended dual basis ¯̃ϕ∗
i . Let ¯̃ϕ∗

i be mappings from some function space W → R (W being

the space of continuous functions C0 for example), making them members of W ∗. These can

then be restricted to mappings from P(K)→ R giving the nodal dual basis ϕ̃∗
i ∈ P(K)∗.

There may be several functionals inW ∗, such as nodes of another finite element basis, which

have the same restriction to P(K)∗. For example, a 1 dimensional functional ¯̃ϕ∗
i might be defined

as the integral of the reference cell. When restricted to act on linear polynomials, this will be

equal to a particular point evaluation on the cell. In that case, one could equivalently define ¯̃ϕ∗
i

as that point evaluation. The two extensions are equivalent for the linear polynomials but not

for functions in W . In Firedrake, via FIAT, the extended dual basis, and therefore the nodes

of finite elements, are defined as quadrature sums (see Sect. 3.7).

3.2.2 Global Interpolation

Global interpolation over the entire mesh Ω for the complete finite element function space

FS(Ω), which we denote IFS(Ω), is the cell-local application (i.e. transformed to local reference

coordinates) of IP(K) to a globally defined function f ∈ V .

IFS(Ω) : V → FS(Ω) (3.2.14)

If we exclusively consider global space, where we have a global set of dim(FS(Ω)) basis functions

ϕi ∈ FS(Ω) and associated extended dual basis functionals ϕ̄∗
i then global interpolation is

[
IFS(Ω)(; f)

]
(x) =

dim(FS(Ω))−1∑
i=0

ϕ̄∗
i (; f)ϕi(x). (3.2.15)

If f ∈ V has its own global basis ψj ∈ V , i.e.

f(x) =

dim(V )−1∑
j=0

fjψj(x) (3.2.16)
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then

[
IFS(Ω)(; f)

]
(x) =

dim(FS(Ω))−1∑
i=0

dim(V )−1∑
j=0

ϕ̄∗
i (; fjψj)ϕi(x) (3.2.17)

=

dim(FS(Ω))−1∑
i=0

dim(V )−1∑
j=0

ϕ̄∗
i (;ψj)fjϕi(x) (3.2.18)

=

dim(FS(Ω))−1∑
i=0

dim(V )−1∑
j=0

Aijfjϕi(x). (3.2.19)

Aij , with entries ϕ∗
i (;ψj), is the dim(FS(Ω))× dim(V ) global interpolation matrix Aij. Here,

the union of all function spaces to which all ϕ̄∗
i can be applied is referred to as X.

Note that for cross mesh interpolation, we can only define this as the cell-by-cell application

of IP(K) if each local dual basis functional ϕ̃∗
i can be evaluated on the source mesh’s local

reference cell. If not, we can still define the global interpolator as in Eq. 3.2.15, but must

evaluate each extended global dual basis function ϕ̄∗
i in global coordinates. For this to be a

valid extension we usually strictly require the finite element function spaces to be continuous

at cell boundaries for the extended dual basis to be well defined (the functionals might involve

a point evaluation at a cell boundary) but this is not always explicitly checked for. Cross mesh

interpolation is returned to in chapter 8.

A note on nomenclature: we generally assume that the dual basis functionals are valid, and

therefore usually write ϕ̄∗
i as ϕ∗

i .

3.2.3 An example of Local Dual Evaluation

Here and in the rest of this chapter, local coordinates and local dual evaluation will be used

exclusively. To avoid unnecessary visual clutter, the tildes and hats are disregarded, i.e. f̃ is

now f , ϕ̃i is now ϕi, and x̃ is now x.

Take for example the second order Lagrange basis polynomials on a line in figure 3.1 each

of which are 1 at each of {0, 0.5, 1} and 0 elsewhere. These points are decided in the Ciarlet

triple finite element definition by the dual basis functionals

ϕ∗
0(; f) = f(0)

ϕ∗
1(; f) = f(0.5)

ϕ∗
2(; f) = f(1)

(3.2.20)

which then define the element function space P(K) as the span of basis functions {ϕj} that
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Figure 3.1: The second order Lagrange basis polynomials on an interval [0, 1].

obey the biorthogonality relationship

ϕ∗
i (;ϕj) = δij =

1 if i = j,

0 otherwise.
(3.2.21)

When we interpolate some function or expression f into this space we need a set of coefficients

for these basis functions which are the values of f at the locations where the basis functions

have magnitude 1. If f ∈ P(K) these correspond to the dual evaluation of f with the correct

dual basis functional to then perform the correct point evaluations[
IP(K)(f)

]
(x) = f0ϕ0(x) + f1ϕ1(x) + f2ϕ2(x)

= f(0)ϕ0(x) + f(0.5)ϕ1(x) + f(1)ϕ2(x)

= ϕ∗
0(; f)ϕ0(x) + ϕ∗

1(; f)ϕ1(x) + ϕ∗
2(; f)ϕ2(x).

(3.2.22)

To calculate this for functions which are not members of P(K) we need an extension to the

dual basis functionals. The dual basis in equation 3.2.20 is made up of so-called point evaluation

nodes : they are the evaluations of f at given points. To extend the dual basis functionals, we
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take the obvious choice of using point evaluations at the same locations

ϕ̄∗
0(; g) = g(0)

ϕ̄∗
1(; g) = g(0.5)

ϕ̄∗
2(; g) = g(1)

(3.2.23)

The extended dual basis is valid as long as we can evaluate g at 0, 0.5 and 1 on the reference

element.

3.3 Galerkin Projection

In Sect. 3.2, dual evaluation was described as a way of representing arbitrary functions in finite

element function spaces. The other commonly used approach is Galerkin projection. This is

not the topic of this work, but it is worth briefly discussing the differences between the two.

For example, given some arbitrary function f , then the function fh ∈ FS(Ω) such that

⟨v, fh⟩L2 = ⟨v, f⟩L2 ∀ v ∈ FS(Ω) (3.3.1)

is the L2 Galerkin projection of f onto V . Galerkin projections can also be found for other

inner products.

Finding fh given some f is a problem that one can specify and solve, but it is not something

that can usually be done cell-by-cell. This is inherantly more computationally expensive than

dual evaluation. For example, to solve Eq. 3.3.1 we have to solve a matrix-vector equation

with the global mass matrix for the function space on the domain of interest.

Of course, the solution to a Galerkin projection problem is not the same thing as the result of

dual evaluation interpolation. L2 Galerkin projection can introduce new maxima and minima

into the solution which are not present in the original function f , whereas dual evaluation

interpolation will not. L2 Galerkin projection can, however, conserve certain properties of f

which dual evaluation interpolation will not necessarily conserve, particularly when moving

between meshes. Conservative interpolation is possible though, see the brief discussion in Sect.

8.1. Dual evaluation interpolation, as defined here, being an operator rather than an equation

which must be solved makes it a more versatile mathematical tool: it can be placed within

expressions and usually has a well defined derivative.

3.4 Existing Dual Basis and Interpolation Implementa-

tions

It is usual for systems which support multiple finite elements to include some package which

represents each finite element for a given reference cell. Both Firedrake and legacy FEniCS use
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FIAT [37] for this: for each element it provides a method for evaluating local basis functions at

one or more reference cell points, a process known as tabulation2; tabulation will be returned

to in chapter 4. FIAT derives the local basis functions from the local dual basis functions of a

given element, as in Ciarlet’s definition [34] from which the extended dual basis can be directly

taken. The symbolic finite element definition library Symfem [38] and FEniCSx’s tabulation

library Basix [39] do the same. The finite element solver frameworks NGSolve [22] and MFEM

[31, 32] also give elements a dual basis, though the element definitions are not in a separate

library. Some other frameworks where this is documented such as DUNE [40] (used by both the

DUNE-Fem [18], DUNE-PDELab [41] frameworks), FREEFEM [21] and Finch [20] implement

the finite element directly without appealing to the nodal dual basis.

In principal anywhere we have a finite element definition which includes a dual basis should

allow for dual evaluation interpolation. One merely has to coordinate transform a function

or expression from each mesh cell to the local coordinates where the dual bases are defined,

apply them to the function or expression to get the local basis function coefficients, then trans-

form the result back to global coordinates. This is what Firedrake does with FIAT, FEniCSx

does with Basix and NGSolve does with its internal library of finite elements. MFEM has a

GetLocalInterpolation method of its finite element class which, from inspecting the source

code, appears to retrieve the interpolation matrix using the nodal dual basis in certain cases,

though this is not documented in the literature or the API documentation. The DUNE frame-

work provides tools for nodal interpolation (i.e. dual evaluation) for certain finite elements,

though apparently appeals to L2 Galerkin Projection and other methods in some cases [42]: it is

not made clear in Engwer et al. [42], Sander [40] or in the API documentation which operation

is performed for a given element. Neither FREEFEM nor Finch appear to have any explicit

dual evaluation interpolation functionality.

3.4.1 Firedrake Dual Evaluation

Exactly how one gets from a function or expression on global space to local coordinates and

back again is, unfortunately, not documented for dual evaluation for any of the aforementioned

libraries. Finite element systems usually perform calculations cell-by-cell by building a so-called

kernel which runs on each mesh cell in turn. In Firedrake (and, presumably, elsewhere), we do

this for dual evaluation interpolation.

The Two Stage Form Compiler (TSFC, Homolya et al. [8]) builds a kernel which (1.) trans-

forms a given function or expression from its global coordinates on a mesh cell to local reference

cell coordinates, (2.) performs the dual evaluation operation (prior to this work, using FIAT

as described in Sec. 3.7), then (3.) transforms the result back to global coordinates.

This kernel needs to be run over each mesh cell and deal with mesh parallel domain decom-

position parallelism (see chapter 7, Sect. 7.2). The kernel needs to be supplied with data from

2hence FIAT standing for FInite element Automatic Tabulator
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global space and the result needs to be supplied back to a new data structure in global space

which corresponds to a new finite element function. This is all handled by the PyOP2 library

[15]. Firedrake then wraps this in a high level API: see listing 5.

Note that Firedrake’s interpolation operation can be used on UFL expressions which may

be nonlinear in their arguments, as on line 29 of Listing 5. When that occurs, it is not a linear

operator since the expression itself requires evaluation before it can be dual evaluated. This

has implications on finding its derivative, which we do in chapter 5, Sect. 5.5. For now, when

we discuss the dual evaluation interpolation operator, we treat it as being strictly linear.

1 from firedrake import *

2 import numpy as np

3

4 # Create a mesh and two function spaces

5 omega = UnitSquareMesh(2, 2)

6 P1CG = FunctionSpace(omega, "CG", 1)

7 P2CG = FunctionSpace(omega, "CG", 2)

8

9 w = Function(P2CG) # w is a function in P2CG

10

11 # Any of the following interpolate w in P2CG into u in P1CG

12 u = interpolate(w, P1CG) # interpolate into the function space

13 interpolate(w, u) # interpolate into the function u

14 u.interpolate(w) # use the interpolate method

15 i = Interpolator(w, u) # create a a reusable interpolator...

16 i.interpolate() # ...and use it to fill u

17

18 # We can also create the interpolation matrix A : P2CG -> P1CG

19 A = Interpolator(TestFunction(P2CG), P1CG)

20 # and use it to interpolate w in P2CG into some v in P1CG

21 v = A.interpolate(w)

22 # and get the adjoint operation A^* : P1CG^* -> P2CG^*

23 u_star = assemble(TestFunction(P1CG) * dx) # a cofunction in P1CG^*

24 v_star = Cofunction(P2CG.dual()) # a cofunction in P2CG^*

25 A.interpolate(u_star, transpose=True, output=v_star)

26

27 # Interpolation also provides a way to set function values from symbolic

28 # expressions

29 x, y = SpatialCoordinate(omega)

30 w.interpolate(x**2 + y**2)

31 assert np.isclose(w.at(0.5,0.5), 0.5)

32

33 # Functions themselves can also be included in symbolic expressions

34 g = Function(P1CG).interpolate(2*w)

35 assert np.isclose(g.at(0.5,0.5), 1.0)

Listing 5: Firedrake’s dual evaluation interpolation API.
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3.4.2 FInAT

FInAT [14] inherits and wraps all of FIAT’s element definitions and provides performance en-

hancements for elements which can be defined in terms of the outer product of lower rank

equivalents (quadrilateral reference cells being given as the outer product of two interval refer-

ence cells for example, as shown in figure 3.2); tabulating on such elements is able to make use

of this tensor product structure in a process known as ‘sum-factorisation’ [43]. See section 3.8.2

for more. Similar capability is also available in MFEM, deal.II [33] and, to a limited extent,in

Basix.

Firedrake, via the kernel builder TSFC, uses FInAT to improve element tabulation per-

formance when solving PDEs. Whilst FInAT wraps all of FIAT’s element definitions it does

not provide a wrapper of the dual basis. Such a wrapper would need to allow elements to be

composed as tensor products of one another such that FInAT and TSFC’s sum-factorisation

machinery can work. The tensor algebra Domain Specific Language ‘GEM’3, which is built into

TSFC, is used extensively in FInAT, for example when describing a set of points. It is through

symbolic manipulation of ‘GEM’ that tensor-product structure is preserved by FInAT. It there-

fore makes sense that the dual basis of elements should be advertised as GEM tensors and that

their composition and eventual dual evaluation should be expressed as tensor manipulations in

GEM.

3.5 A primer on tensors in UFL and GEM

TSFC’s primary Domain Specific Language (DSL), ‘GEM’ is used throughout this chapter.

Whilst it is explained in detail in Homolya et al. [8], key terms are also explained here.

Expressions in finite element function spaces, expressed in Firedrake using UFL, generally

boil down to large tensor contractions. A 0-linear form for an L2 inner product, for example, is

a vector-matrix-vector product where the two vectors are the coefficients of the two sets of basis

functions and the matrix is the mass matrix. GEM, which can be compiled from UFL, ensures

that information such as ‘which vector contracts with which matrix index’ is maintained at a

symbolic level, and allows optimisations such as sum factorisation to be expressed symbolically

prior to further compilation into loops.

Many of its types are inherited directly from UFL, which is aware of the tensor-contraction

nature of the calculations involved. GEM jettisons the finite element specific parts of UFL,

which are not necessary in TSFC, and introduces new types which are particularly useful for

constructing kernels.

Tensors in UFL have shape and free indices. This is most easily explained through demon-

stration. Imagine we have a tensor M which has dimensions 2× 3 (i.e. it is a matrix). In UFL

this can be represented as

3GEM is not an acronym, just the name of the language
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1. a tensor valued object M : this has shape (2, 3) but no free indices.

2. A scalar object Mij: this has shape () and two free indices i and j where i has an extent

of 2 and j has an extent of 3.

3. A vector valued object Mi: this has shape (3, ) and a free index i of extent 2.

4. A vector valued object Mj: this has shape (2, ) and a free index j of extent 3.

Shape is always ordered: M has dimensions 2 × 3 (2 rows and 3 columns) so its shape is

(2, 3). Free indices are unordered but are labelled and have an extent: once another tensor is

introduced they represent dimensions to sum along in a contraction. For more see page 8 of

Homolya et al. [8]. Free indices are represented by an Index type.

GEM inherits UFL’s definition of shape, free indices and an Index type, and introduces new

types which are summarised on page 13 of Homolya et al. [8]. Of particular note are Literal

and Variable.

• Literal represents a tensor which is concretely known at the moment of creation (i.e.

during creation of the TSFC kernel). These are initialised from a numpy [44] ndarray,

the shape of which is used as the shape of the tensor. These have no free indices.

• Variable represents a tensor which is not concretely known at the moment of creation

(i.e. which will be supplied to the TSFC kernel after it has been created). These are

initialised with some shape, and again have no free indices.

GEM expressions can be built from Literal and Variable using Indexed, IndexSum,

ComponentTensor, and ListTensor. These are also inherited from UFL and are strictly defined

on pages 9 of Homolya et al. [8]. To the definitions, here are illustrative examples:

• Indexed: An expression representing a tensor which has been indexed: it has shape ()

and 0 or more free indices. To quote Homolya et al. [8] “Indexed can convert shape to

free indices”.

For example, if A is a tensor valued expression with shape (2, 3) (i.e. it corresponds to a

matrix A of dimension 2× 3) then

– Indexed(A, (Index(1), Index(2)) is the scalar valued expression Aij with shape

() and two free indices, Index(1) with extent 2, and Index(2) with extent 3,

– Indexed(A, (Index(1), 1)) is the scalar valued expression Ai1 with shape () and

one free index, Index(1) with extent 2, and

– Indexed(A, (0, 1)) is the scalar valued expression A01 with shape () and no free

indices.
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• IndexSum: An expression for summing along a given free index.

Given a scalar valued expression B, corresponding to Bij with shape () and free in-

dices Index(1) corresponding to i and Index(2) corresponding to j (Bij is typically

an Indexed) then

– IndexSum(B, (Index(1), Index(2))) is an expression for summation along indices

i and j, i,e,
∑

i,j Bij = c. The result has no free indices.

– IndexSum(B, (Index(1),)) is an expression for summation along index i, i,e,∑
iBij = Cj. The result now has a single free index Index(2) corresponding to j.

– IndexSum(B, (Index(2),)) is an expression for summation along index j, i,e,∑
j Bij = Di. The result now has a single free index Index(1) corresponding to

i.

• ComponentTensor: An expression representing a tensor with shape and 0 or more free

indices. These can turn free indices back into shape.

For example, given the scalar valued expression B, corresponding to Bij from the IndexSum

example above, then

– ComponentTensor(B, (Index(1),)) is a vector valued expression with shape

(extent(i), ) and a single free index Index(2) corresponding to j. This represents

Bj.

– ComponentTensor(B, (Index(2),)) is a vector valued expression with shape

(extent(j), ) and a single free index Index(1) corresponding to i. This represents

Bi.

– ComponentTensor(B, (Index(1), Index(2))) is a scalar expression with shape

(extent(i), extent(j)) and no free indices. This represents B.

– ComponentTensor(B, (Index(2), Index(1))) is a scalar expression with shape

(extent(j), extent(i)) and no free indices. This represents BT .

• ListTensor: An expression representing a concatenation of tensor expressions along a

new 1st dimension. Given two tensor expressions E and D, each with shape (3, 3) the

ListTensor(A, B) created from them will have shape (2, 3, 3).

3.6 Summary of Contributions

Section 3.8 contains the main contributions. I firstly came up with a generalised formulation of

dual evaluation as a tensor contraction (equation 3.8.1). I implemented this in FInAT4, making

full use of GEM to represent the tensors involved, such that highly optimised dual evaluation

4See https://github.com/FInAT/FInAT/pull/89 for FInAT changes.
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routines could be compiled with TSFC. This required adding an API for dual evaluation to

FInAT elements, where each element advertises a dual basis and performs the tensor contraction

in a general dual evaluation routine.

Appropriate dual bases have been implemented for most elements:

1. Where the tensor contraction would be multiplying by an identity tensor, this is indicated

symbolically (equation 3.8.7) such that code is not generated in that case.

2. Where elements are wrappers around other elements which raise their rank (‘tensor ele-

ments’) the new dual basis and dual evaluation routines allow for an optimisation known

as delta elimination (see section 3.8.1).

3. Where elements have a tensor product structure (‘tensor product elements’), the structure

is preserved such that TSFC can perform relevant optimisations such as sum-factorisation

(see section 3.8.2).

Being able to maintain structure has led to a dramatic improvement in performance (see the

end of section 3.8.2). Mathematical expressions for the calculations performed can be found

throughout section 3.8. Care had to be taken to ensure compatibility with interpolation onto

elements where the dual basis is specified after code is generated (i.e. at run-time), such as

when interpolating onto a VertexOnlyMesh (introduced in chapter 4). Cases where expressions

contain unknowns also had to be catered for. Some specific further optimisations have been

suggested, see section 3.8.3.

TSFC and Firedrake also had to be modified5,6 to use this new API and various bugs had to

be fixed. Tests were added throughout. An initial implementation of FInAT dual evaluation,

which moved the existing FIAT dual evaluation code (discussed in section 3.7) from TSFC into

FInAT, had been done by Matthew Kan7 as part of a masters project: this was used as a base

for this work but has largely been superseded (dual evaluation being a tensor contraction for

example). Lawrence Mitchell8 also contributed by giving advice and performing edits.

3.7 Existing FIAT Dual evaluation

We start by looking at the pre-existing implementation. Consider the example of this invented

element which consists of 3rd order polynomials (4 degrees of freedom) on a reference interval

5See https://github.com/firedrakeproject/tsfc/pull/250 for TSFC changes.
6See https://github.com/firedrakeproject/firedrake/pull/2115 for Firedrake changes.
7ting.kan19@imperial.ac.uk
8(Formerly) Department of Computer Science, Durham University
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cell

ϕ∗
0(; f) = f(0)

ϕ∗
1(; f) = f(1)

ϕ∗
2(; f) =

∫ 1

0

f(x) dx

ϕ∗
3(; f) =

∫ 1

0

xf(x) dx.

(3.7.1)

In FIAT, MFEM and Basix all dual basis functionals (nodes) are represented as weighted

sums of function evaluations at particular points

ϕ∗
i (; f) =

∑
j

wjf(xj) (3.7.2)

which are also the extended dual basis

ϕ̄∗
i (; f) =

∑
j

wjf(xj). (3.7.3)

This extension is well-defined on all functions that are defined at the quadrature points. In

FIAT, this is calculated via a complicated data structure based around Python dictionaries.9

For point evaluation nodes such as ϕ∗
0 we have, from the biorthogonality relationship (equation

3.2.21), wj = δ0j = 1 when j = 0 and that xj = x0 = 0. Similarly for ϕ∗
1 we have wj = δ1j = 1

when j = 1 and that xj = x1 = 1. For integral nodes (often called ‘moment’ nodes) on an

interval, such as ϕ∗
2 and ϕ∗

3 in equation 3.7.1, an exact Gaussian quadrature rule for evaluating

the integral with 3rd order polynomials is used by FIAT:

ϕ∗
2(; f) =

∫ 1

0

f(x) dx =
∑
j

wjf(xj) =

5

18
× f

(
1−

√
3
5

2

)
+

4

9
× f(0.5) + 5

18
× f(0.88729833..) (3.7.4)

ϕ∗
3(; f) =

∫ 1

0

xf(x) dx =
∑
j

wjf(xj) =

0.03130602..× f
(
1−

√
3
5

2

)
+

2

9
× f(0.5) + 0.24647176..× f(0.88729833..) (3.7.5)

The vast majority of elements employ some combination of point evaluation and integral

9NGSolve represents basis functionals as specially defined C++ lambda functions for each finite element.
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nodes. For derivative nodes such as those found on Hermite elements [35] a similar represen-

tation as weighted sums can be done (and is found in FIAT) but has yet to be implemented in

FInAT.

Code for performing dual evaluations of point and integral nodes was added to the dual

evaluation kernel compilation routines in TSFC in 2020 by bypassing FInAT and using the FIAT

element representation directly. Each dual basis functional weighted sum in i was considered

sequentially for a given function or expression f to interpolate via dual evaluation. This caused

any element structure, such as the ability to perform sum-factorisation, to be lost. Dual

evaluation kernels therefore were unoptimised and used many more FLoating point OPerations

(FLOPs) than necessary. They also contained unnecessarily unrolled loops; this made them

difficult to understand and increased their memory requirements. In the next section, we discuss

how these problems were solved by making full use of FInAT.

3.8 FInAT Dual Evaluation

In general, dual basis evaluation can be represented as a contraction of an evaluation tensor Q

with a tensor-valued function to dual evaluate f ∈ RS1×...×SN applied to each point in a point

set tensor x (which is lower ranked than Q):

ϕ∗
i (;f) =

∑
j,k,l,...,β1,...,βN

Qijkl...β1...βN
fβ1...βN

(xjkl...). (3.8.1)

where the index i covers all the dual basis functionals and the indices represented by greek

letters correspond to the tensor components of f

extent(β1) = S1, ..., extent(βN) = SN (3.8.2)

and

fβ1...βN
(x) = [f(x)]β1...βN

(3.8.3)

is an indexing operation on f that gives its scalar components. Note that this expression

applies to elements whose basis functions are scalar or tensor valued but does not apply to

FInAT TensorFiniteElement which is described later.

For the invented element in equation 3.7.1 where f evaluates a single point xj (i.e. there

are no higher indices kl etc. which feature in the dual evaluation) and f ∈ R then equation

3.8.1 is the matrix-vector contraction:

ϕ∗
i (; f) =

∑
j

Qijf(xj) (3.8.4)
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
ϕ∗
0(; f)

ϕ∗
1(; f)

ϕ∗
2(; f)

ϕ∗
3(; f)

 =


1 0 0 0 0

0 1 0 0 0

0 0 5
18

4
9

5
18

0 0 0.03130602.. 2
9

0.24647176..





f(0)

f(1)

f(
1−
√

3
5

2
)

f(0.5)

f(0.88729833..)


. (3.8.5)

The representation in equation 3.8.1 has been added to FInAT. Each element advertises a

dual_basis property that returns a FInAT AbstractPointSet x representing the points x to

sum over and a GEM ComponentTensor representing the evaluation tensor Q which is cached

to avoid unnecessary recalculation.

An AbstractPointSet is the abstract base class for a number of concrete classes which are

used to represent sets of points. The most commonly used is the PointSet class: it is instan-

tiated with a vector array of points and creates a GEM expression from the array, containing

a GEM Literal created with the vector itself, which can be used for tensor operations. If the

array of points have tensor shape, there is a similar TensorPointSet class. Alongside these,

an UnknownPointSet has been introduced by the author. This is instantiated with a GEM

Variable, allowing the points to remain a free variable to be supplied to the kernel at run

time. For an application of UnknownPointSet, see Sect. 4.5.3.

The API for performing dual evaluation of the dual basis of an element el is then

evaluation, basis_indices = el.dual_evaluation(fn)

where evaluation is an optimised GEM expression for the contraction 3.8.1, fn (representing

f) is any Python callable that takes x as an argument and returns a GEM tensor fn(x) that can

be contracted with Q along the point indices j and point shape indices kl..., and basis_indices

are the nodal basis indices i. Note that extra free indices may be found in the dual evaluated

expression represented by fn (typically when the expression contains unknowns represented

as UFL Arguments) or in the expression for the point set represented by x (when the points

are to be specified at run-time and therefore do not have a concretely-known GEM.Literal

expression). These are not modified by this contraction and remain in the GEM expression

which is used to build an interpolation kernel. Note also that the free indices of the advertised x

are indexed from the advertised Q in the dual_basis to make the contraction straightforward.

Much of the time the evaluation is an IndexSum along the indices to be contracted. Where

Q is an identity matrix, which occurs for elements whose dual basis is composed entirely from

single unweighted point evaluations (i.e. exclusively point evaluation nodes), Q is represented

in GEM as a single Kronecker delta.

Q = I (3.8.6)

=⇒ Qij = δij. (3.8.7)

Before the GEM expression for the contraction is compiled into a kernel the delta is eliminated,
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removing the necessity to perform any summation:

ϕ∗
i (; f) =

∑
j

Qijf(xj)

=
∑
j

δijf(xj)

= f(xi).

(3.8.8)

When the expression being dual evaluated is tensor valued, further delta elimination is often

still possible as is outlined next.

3.8.1 Tensor Finite Elements and Delta Elimination

FInAT tensor finite elements provide an opportunity to speed up dual evaluation. These are

wrappers around another, typically scalar, base element which add one or more dimensions of

a requested shape to the element basis such that, at any given location x in the element, the

function is appropriately tensor valued. If the base element has scalar basis functions ϕ̂i and

the requested tensor shape is (S1, ..., SN) (i.e. the tensor function is in RS1×...×SN ) then the

tensor valued basis is

ϕiα1...αN
= ϕ̂ieα1 ⊗ ...⊗ eαN

(3.8.9)

where {eα1}S1
α1=1 are the standard basis vectors of RS1 and {eαN

}SN
αN=1 are the standard basis

vectors of RSN .

It is now necessary to introduce the concepts of index_shape and value_shape which are

properties of GEM tensors:

• index_shape is a tuple that describes the total number of the basis functions, allowing

efficient iteration over them.

• value_shape is a tuple that describes the shape of the basis functions, irrespective of

how many there are.

For a scalar basis like that in equation 3.7.1, the index_shape is stored as a tuple with one

entry:

(extent(i), ). (3.8.10)

The value_shape in that case would be an empty tuple:

(). (3.8.11)

In equation 3.8.1 there are extent(i) × S1 × ... × SN basis functions. To allow iteration over

these the index_shape is stored as

(extent(i), S1, ..., SN). (3.8.12)
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The value_shape meanwhile are the extra dimensions which are added to each base element

by the basis vectors which is stored as

(extent(α1), ..., extent(αN)) = (S1, ..., SN). (3.8.13)

In certain cases, for example with Raviert Thomas elements, the final base element is in-

trinsically non-scalar valued. Where we construct a tensor finite element from these we still

perform an outer product with basis vectors as in equation 3.8.1 but find that the value_shape,

which always reflects the shape of the basis functions (irrespective of how many there are), is

not a subset of the index_shape, which always reflects the total number of basis functions.

Tensor finite elements can also be made from other tensor finite elements. Where we

have some pre-existing value_shape (B1, ..., BN̂) the introduced tensor shape is appended

as (B1, ..., BN̂ , S1, ..., SN) to give the final value_shape. Here we will stick to the scalar base

element case for simplicity.

In general an index_shape has structure: it is a tuple rather than a number. This allows

efficient iteration over the tensor structure through a performance optimisation known as delta

elimination which is described later in the section. However, because of this structure, the gen-

eral dual evaluation expression given in equation 3.8.1 does not apply here and is implemented

in a separate method for tensor finite elements.

As an aside which aids the comprehension of the vector example later, we note that the

scalar components of the basis functions in 3.8.1 can be expressed with Kronecker deltas

[ϕiα1...αN
]γ1...γN = δγ1α1 ...δγNαN

ϕ̂i (3.8.14)

where indices have been introduced for each tensor dimension: 1 ≤ γ1 ≤ S1 to 1 ≤ γN ≤ SN .

Square brackets for the indexing operation have been included to help differentiate

between the indices of the tensor valued basis functions (where index_shape is

(extent(i), extent(α1), ..., extent(αN))) and the indexing into the tensors themselves along each

axis ([·]γ1...γN ).
Returning to the main analysis, a tensor valued expression on a tensor finite element f(x)

has scalar components given by

fα1...αN
(x) =

∑
β1,...,βN

δα1β1 ...δαNβN
fβ1...βN

(x). (3.8.15)

Dual evaluation of f(x) is then

ϕ∗
iα1...αN

(;f(x)) = ϕ̂∗
i (; fα1...αN

(x))

=
∑

β1,...,βN

ϕ̂∗
i (; δα1β1 ...δαNβN

fβ1...βN
(x)) (3.8.16)
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which implies that the general dual evaluation expression for FInAT tensor finite elements is

ϕ∗
iα1...αN

(;f) =
∑

j,k,l,...,β1,...,βN

Q̂ijkl...δα1β1 ...δαNβN
fβ1...βN

(xjkl...)

=
∑
j,k,l,...

Q̂ijkl...fα1...αN
(xjkl...)

(3.8.17)

where Q̂ is the dual evaluation tensor advertised by the base element.

The advertised Q is the tensor product of the base Q̂ with, first, an S1×S1 identity matrix

represented by the δα1β1 , all the way to an SN × SN identity matrix represented by the δαNβN
:

Qijkl...α1β1...αNβN
= Q̂ijkl...δα1β1 ...δαNβN

(3.8.18)

Q = Q̂⊗ IS1×S1 ⊗ ...⊗ ISN×SN
. (3.8.19)

This Q can only be used with equation 3.8.17, not 3.8.1. The Kronecker deltas simply raise

the rank of Q̂ as appropriate for contraction with the indexed f so that it can be correctly

advertised as the dual_basis. Thankfully, since they are symbolic, they can be eliminated

before compiling the GEM code to simplify the contraction to that which is given in the second

equality of equation 3.8.17, i.e. that the base element dual basis applied to to the correct

components of f gives tensor element dual evaluation.

Vector Example

To give a concrete example, in the vector case we have shape (S1, )

ϕiα1 = ϕ̂ieα1 (3.8.20)

with scalar components given by

[ϕiα1 ]γ1 = eγ1 · ϕiα1 = eγ1 · ϕ̂ieα1 = δγ1α1ϕ̂i (3.8.21)

i.e. there are extent(i) × S1 basis functions: each scalar function in extent(i) is replicated for

each spatial dimension in S1. Note that the three greek letter indices here α1, β1 and γ1 all

have extent S1.

A vector valued expression f(x) has scalar components

fα1(x) =
∑
β1

δα1β1fβ1(x) (= eα1 · f(x)). (3.8.22)
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Dual evaluation of this is given by

ϕ∗
iα1

(;f(x)) = ϕ̂∗
i (; fα1(x))

=
∑
β1

ϕ̂∗
i (; δα1β1fβ1(x))

(3.8.23)

which implies the general dual evaluation expression for FInAT tensor finite elements with

vector shape:

ϕ∗
iα1

(;f) =
∑

j,k,l,...,β1

Q̂ijkl...δα1β1fβ1(xjkl...)

=
∑
j,k,l,...

fα1(xjkl...).
(3.8.24)

The advertised Q can be seen to be the tensor product of the base Q̂ with an S1 × S1

identity matrix represented by the δα1β1 :

Qijkl...α1β1 = Q̂ijkl...δα1β1 (3.8.25)

Q = Q̂⊗ IS1×S1 . (3.8.26)

As before, this Q can only be used with equation 3.8.17 or 3.8.24, not 3.8.1. Note that we can

also now write out the biorthogonality of the primal and dual spaces:

ϕ∗
iγ1
(;ϕkα1) = ϕ̂∗

i (; [ϕkα1 ]γ1) = ϕ̂∗
i ; (δγ1α1ϕ̂k) = δγ1α1ϕ̂

∗
i (; ϕ̂k) = δγ1α1δik. (3.8.27)

3.8.2 Tensor Product Finite Elements

FInAT element tabulations, expressed in GEM, can be composed as the tensor product of lower

rank elements, the typical example being elements on a quadrilateral as the outer product of

two appropriately defined elements on intervals (see figure 3.2).

The GEM compiler and optimisation routines are able to recognise tensor product structure

and perform relevant optimisations such as sum-factorisation on the resultant kernels: the loop

nests that the tensor contractions give have certain operations lifted from inner to outer loops

minimising FLOPs. [14] To illustrate this consider the tensor contraction

[E]il = [ABC]il =
∑
j

∑
k

AijBjkCkl (3.8.28)

which requires contraction loops over j and k for each i and l. Naively the indexed multiplication

operation involving all 3 tensors would be done in the innermost loop

extent(i)× extent(l)× extent(j)× extent(k) (3.8.29)
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Figure 3.2: A quadrilateral element can be composed from the tensor product of two interval
elements. Here the interval elements have 2nd order Lagrange point evaluation nodes as shown
in figure 3.1). The extended dual basis is equation 3.2.23. The resulting element is a quadri-
lateral with 2nd order Lagrange point evaluation nodes.

times in total (see algorithm 1) which scales as

O(p2d) (3.8.30)

for tensor depth p and number of contraction indices d.

Algorithm 1 The naive contraction [E]il =
∑

j

∑
k AijBjkCkl.

1: for all i do
2: for all l do
3: Eil ← 0
4: for all j do
5: for all k do
6: Eil ← Eil + Aij ×Bjk × Ckl

7: end for
8: end for
9: end for
10: end for

A is not involved in the contraction along k so the result of this can be stored in a temporary

variable

[D]jl =
∑
k

BjkCkl (3.8.31)

which requires

extent(j)× extent(l)× extent(k) (3.8.32)
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indexed multiplication operations. All that remains is to contract A with D

[E]il = [ABC]il =
∑
j

Aij

(∑
k

BjkCkl

)
=
∑
j

AijDjl (3.8.33)

which requires a further

extent(i)× extent(l)× extent(j) (3.8.34)

indexed multiplication operations. The total number of indexed multiplication operations is

then reduced to

extent(j)× extent(l)× extent(k) + extent(i)× extent(l)× extent(j) (3.8.35)

at the expense of needing to store D (see algorithm 2) which scales as

O(pd+1) (3.8.36)

for tensor depth p and number of contraction indices d. It is this ‘lifting out’ or ‘factoring

Algorithm 2 The sum-factorised contraction [E]il =
∑

j

∑
k AijBjkCkl =

∑
j AijDjl.

1: for all j do
2: for all l do
3: Djl ← 0
4: for all k do
5: Djl = Djl +Bjk × Ckl

6: end for
7: end for
8: end for
9: for all i do
10: for all l do
11: Eil ← 0
12: for all j do
13: Eil ← Eil + Aij ×Djl

14: end for
15: end for
16: end for

out’ of the unique sums into temporary variables which is referred to as sum-factorisation of a

tensor contraction.

In general sum-factorisation can be applied to any tensor contraction loops where indices

only repeat in particular terms of a larger contraction: a temporary variable is created and the

relevant summation is lifted out of the inner loop.

Consider an element with a tensor product structure which is built from lower rank elements

of the same shape (the factors). The dual evaluations of the factors (from equation 3.8.1) are
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given by

ϕ∗1
i1
(;f) = Q1

i1j1kl...β1...βN
fβ1...βN

(x1j1kl...) (3.8.37)

and

ϕ∗2
i2
(;f) = Q2

i2j2kl...β1...βN
fβ1...βN

(x2j2kl...). (3.8.38)

Since we have a tensor product structure, the basis and dual basis are indexed by their factors

ϕ∗
i (f) = ϕ∗

i1i2
(f). (3.8.39)

Similarly, points sets on the tensor product element x are indexed from the factors

xj1j2kl... = x1j1kl...x
2
j2kl...

(3.8.40)

and are stored as FInAT TensorPointSets constructed directly from the x1 and x2. The dual

evaluation expression implied by equation 3.8.1 therefore has the form

ϕ∗
i1i2

(;f) = Qi1i2j1j2kl...β1...βN
fβ1...βN

(xj1j2kl...) (3.8.41)

where we observe that Q is the tensor product of Q1 and Q2 from the factors

Qi1i2j1j2kl... = Q1
i1j1kl...β1...βN

Q2
i2j2kl...β1...βN

(3.8.42)

Q = Q1 ⊗Q2. (3.8.43)

The full dual evaluation expression is then

ϕ∗
i1i2

(;f) = Q1
i1j1kl...β1...βN

Q2
i2j2kl...β1...βN

fβ1...βN
(x1j1kl...x

2
j2kl...

). (3.8.44)

Since there are unique contraction indices i1 and j1 in Q
1 and x1, as well as i2 and j2 in Q

2 and

x2, sum-factorisation can be applied to this contraction similarly to in equation 3.8.33.

Note that each point set and expression tensor could already have been composed as prod-

ucts of factors: the number of indices in the contraction simply increases in this case. The

expression f which is dual evaluated may also have some tensor-product structure (i.e. be

composed as fγδ = f 1
γf

2
δ ) which allows further sum-factorisation speed-ups.

Because this is all expressed in GEM, dual evaluations expressed in this way can have

their resultant expression kernels optimised by TSFC as usual to improve performance. The

result is a drastic improvement in element-local kernel FLOP count which, given a polynomial

degree p (which is proportional to the maximum extent of Q) and spatial dimension d (which

is proportional to the number of contraction indices), scales as O(pd+1) rather than O(p2d)
because of the ability to apply sum-factorisation to the Q and x contractions. A test has been
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added to TSFC which ensures that this is the case10.

3.8.3 Future Improvements

At present Q is a dense tensor but, as the example in 3.8.5 demonstrates, it is generally sparse

even after delta elimination. Additional performance enhancements can therefore be reaped

by skipping the zero multiplications in the contraction: this will require a new node in GEM’s

Abstract Syntax Tree such as GEM.SparseLiteral for tensors like Q and a new contraction

node such as GEM.SparseContraction for the contraction with a second dense tensor (general

sparse-sparse contraction is much more difficult to build loops for than sparse-dense contraction

and is not necessary here).

The Q tensor has been implemented for most cases where there is a well-defined dual

evaluation operation. It has not yet been implemented for so-called enriched elements : given

two elements with local basis functions {ϕi}ki=0 and {ϕj}lj=0, the enriched element created from

them has a basis

{ϕi}ki=0 ∪ {ϕj}lj=0 (3.8.45)

For dual evaluation to produce something sensible with such elements, we need the opposing

sets of basis and dual basis functions to be orthogonal to one another to avoid unexpected cross

terms in the interpolation:

ϕ∗
i (;ψj) = 0 and (3.8.46)

ψ∗
i (;ϕj) = 0 ∀ i, j. (3.8.47)

This will only be true in special cases.

Firedrake uses enriched elements to define H(div) and H(curl) elements on quadrilaterals

and hexahedra (for example ‘Raviart–Thomas cubical H(curl)’ and ‘Raviert Thomas Cubical

H(div)’11). These are, respectively, spaces where the normal or tangent components of a vector-

valued function are continuous along cell edges. This is often a requirement for functions with

conservation requirements and are often used for modelling fluids. The reasoning is laid out

in McRae et al. [45]. In this case the sets of basis functions are orthogonal to each other so it

makes sense to define it.

This will likely involve concatenating the Q tensors of the underlying elements along an

appropriate axis, though this has not been investigated fully. Such a concatenation would also

imply some ordering of the union - this would have to be explicitly checked against the element

definitions. For triangular and tetrahedral meshes, H(div) and H(curl) conforming elements

are not instances of Enriched Element in Firedrake and do have a Q tensor defined. For more

10See https://github.com/firedrakeproject/tsfc/blob/351994d0ba192b4cb53692ca98d552f9859b5283/
tests/test_interpolation_factorisation.py. Note this test was written by Lawrence Mitchell.

11see the quadrilateral variants at https://defelement.com/elements/nedelec1.html and https://

defelement.com/elements/qdiv.html respectively
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on Enriched Elements and H(div) and H(curl) spaces see McRae et al. [45]
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Chapter 4

A New Abstraction for Point

Evaluation: Interpolation onto

Vertex-Only Meshes
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This chapter adapts and reuses, without further attribution, text and diagrams from Nixon-

Hill et al. [3] which were created by the author.

4.1 Motivation

Point data are sets of values which are defined at particular locations in space, possibly over

some period of time. These are found everywhere. Take the example of geosciences: The air

temperature at a weather station, ice sheet elevation measurements from satellite altimetry and

ocean salinity and temperature from drifting buoys are all examples of point data that may be

measured from or assimilated into a geoscientific model. Models themselves contain point data.

Since finite element functions are defined everywhere, we can request a value of the function

anywhere we like. These can be used in PDEs or for coupling models together.

Point data manipulations are conspicuously absent from UFL: there is no operation which

takes a UFL expression, such as a Function1 on some mesh, and returns a UFL expression

which is equivalent to the point evaluation of that expression. If there were, we could create

expressions involving points (Dirac deltas for example). Prior to this work, such terms were

typically approximated in Firedrake as narrow Gaussians (so-called ‘bump functions’).

The assimilation of point data into PDE models in Firedrake is a good example: UFL and

Firedrake operations can be taped with the automated adjoint generation tool pyadjoint [46]

which is integrated with Firedrake. If UFL has point data as part of its type system, such

problems can be solved. For more on these see chapters 5 and 6. The addition of point data

to UFL is therefore useful for Firedrake (and is a much requested feature) and adds a concept

necessary to define any statistics which have no spatial extent.

Whilst there are perhaps many ways that point data could be introduced to UFL, ideally

we would come up with a formulation which is sufficiently general and abstract that it can be

applied to other finite element libraries. This would make this work significantly more useful.

Point evaluation in Firedrake was, prior to this work, limited to point wise data output of

Firedrake Functions via a simple Function.at method which reports the value of the function

at the specified point(s). As well as not returning a UFL expression, this has many problems.

It bypasses Firedrake’s code generation pathway (typically accessed by compiling or assembling

UFL forms), it does not work well in parallel (the same point must be specified on all MPI

processes and, if there’s a disagreement about which cell owns the point, the method will fail),

and does not provide exact solutions for all finite elements.

1Function is a subclass of UFL Coefficient, it represents finite element function data in the Firedrake
ecosystem

65



4.2 Existing Work

No fully generalisable approach for interacting with point data exists in current finite element

libraries to the author’s knowledge.

Libraries which do not tie themselves to a mathematical framework like UFL are able to deal

with point data by hard coding point evaluations and point forcing terms. For example, deal.II

[33] contains functionality for dealing with point sources via a create_point_source_vector

function, and it has a particles class for dealing with large numbers of points. MFEM [31,

32] has a DeltaCoefficient type for representing Dirac deltas. Linking these together, and

integrating them with the rest of the library, is left to the user.

Legacy FEniCS [17] and its rewrite FEniCSx, by far the most similar libraries to Firedrake,

are bound to UFL and therefore have no symbolic way of dealing with point data. Point

evaluation must be done manually using low level cell-search methods which are not inherantly

parallel safe (see discussion in Sect. 7.5).

DUNE-PDELab [41] and DUNE-fem [18] do not have any documented ability to interact

with point data outside of low-level basis-function point evaluation routines. MOOSE [25] has

a PointValueSampler class for sampling points and application-specific point source and sink

terms that can be inserted into compatible PDEs2. Elmer-FEM [23] has no documented point

evaluation capability but does provide PDE specific point source and sink terms. Finch [20],

FREEFEM [21], and GOMA [24] have no documented capability at all.

Where point data interaction are not available, one is forced to make approximations such

as the ‘bump functions’ mentioned in the previous section or an extrapolation of a sampled

field to the whole domain. The consequences of such approximations are discussed in chapter

6.

More approaches to dealing with point data are discussed in chapter 7, for example in Sect.

7.3.

4.3 Point data as finite element functions

We can integrate point data with the paradigm of finite element functions being members of

finite element function spaces defined over meshes (see Sect. 1.2) by looking carefully at what

we mean by point data. Point data can be separated into two parts: (a) the locations {Xi} of
the N data points at a given time (a point cloud) and (b) the N values {yi(Xi)}N−1

i=0 associated

with the point cloud (see Fig. 4.1). Finite element functions have a similar distinction: (a)

the discretised shape of the domain of interest (the mesh Ω) and (b) the values associated with

that mesh (the weights applied to the basis functions).

Applying the finite element distinction to the locations of the data (a) suggests a ‘point

2see https://mooseframework.inl.gov/modules/porous_flow/sinks.html
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Figure 4.1: Point data consist of (a) a set of N spatial coordinates {Xi}N−1
i=0 (a ‘point cloud’)

and (b) the scalar, vector or (not shown) tensor values {yi(Xi)}N−1
i=0 at those coordinates.

Maintaining this distinction is key when trying to form a rigorous way of handling point data
for any numerical method, such as the finite element method, which separates the idea of
domain and values on the domain.

cloud mesh’ formed of N disconnected vertices at each location Xi:

Ωv = {Xi}N−1
i=0 . (4.3.1)

We refer to this as a ‘vertex-only mesh’. This is an unusual mesh: a vertex has no extent

(it is topologically zero dimensional) but exists at each location Xi in a space of geometric

dimension dim(Xi). Fortunately meshes with topological dimension less than their geometric

dimension are not unusual: 2D meshes of the surface of a sphere in 3D space are commonly used

to represent the surface of the earth. Such domains are typically called ‘immersed manifolds’.

Disconnected meshes are also not unheard of: the software responsible merely needs to be able

to iterate over all the cells of the mesh. In this case each cell is a vertex Xi. We can therefore

legitimately construct such a mesh.

We now need to consider the values {yi(Xi)}N−1
i=0 (b). Only one value, be it scalar, vector

or tensor, can be given to each cell (i.e. each point or vertex). Fortunately a finite element

function space for this case exists: the space of zero order discontinuous Lagrange polynomials

y ∈ P0DG(Ωv) (4.3.2)

where P0DG stands for Polynomial degree 0 Discontinuous Galerkin.3 Here y is a single dis-

continuous function which contains all of our point data values at all of our point locations

(mesh vertices)

y(x) =

y(Xi) if x = Xi,

undefined elsewhere.
(4.3.3)

3For more on why this function space was deemed appropriate, see Appendix A.1.1, specifically ‘Notes on
the Choice of Function Space and Integration Behaviour’.
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Integrating this over our vertex-only mesh Ωv gives

∫
Ωv

y(x)dx =
N−1∑
i=0

y(Xi) ∀ y ∈ P0DG(Ωv) (4.3.4)

where dx is a sum of Dirac measures dδXi
at each vertex Xi (a discrete measure with unity

weightings).4 A fuller analysis of vertex-only meshes and functions on them can be found in

the appendix to this chapter (Sect. A.1.1).

This definition lets us directly reason about point data in finite element language and yield

useful results. Recall that, in the finite element method, we approximate fields on domains

with finite element functions (Sect. 1.2). So long as the locations of our vertices Xi of our

vertex-only mesh Ωv are within the domain of our ‘parent’ mesh

Ωv ⊆ Ω (4.3.5)

then we can go from some function u in some finite element function space defined on our

parent mesh

u ∈ FS(Ω) (4.3.6)

to one defined on our vertex-only mesh

uv ∈ P0DG(Ωv) (4.3.7)

by performing point evaluations at each vertex location u(Xi) ∀ i.

The operator for this can be formulated as dual evaluation interpolation into P0DG, i.e.

IP0DG(Ωv) : FS(Ω)→ P0DG(Ωv) (4.3.8)

such that

IP0DG(Ωv)(;u) = uv. (4.3.9)

This operator is linear in u which we denote by a semicolon before the argument. The con-

struction of this operator is described in the next section.

4.4 Point evaluation as dual evaluation interpolation

For uv = IP0DG(Ωv)(;u) where u(x) ∈ FS(Ω) we require, at each vertex cell Xi of our vertex-

only mesh Ωv, the point evaluation u(Xi). The global dual bases for global interpolation (Eq.

4This measure is also discussed further in Appendix A.1.1, ‘Notes on the Choice of Function Space and
Integration Behaviour’.
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Figure 4.2: A summary of where the various functions and functionals described in this section
are defined. (a) is the globally defined vertex-only mesh, upon basis functions ϕi and dual basis
functions ϕ∗

i are defined. In the scalar case there is one for each vertex. (b) is the local cell of
the vertex-only mesh K with a fixed local vertex X̃ and, in the scalar case, a single local basis
function ϕ̃ and functional ϕ̃∗ from which the global function space P0DG(Ωv) is built. In (c)
we introduce a parent mesh Ω with some function u ∈ FS(Ω) that we want to point evaluate at
each vertex. The global dual bases for global interpolation ϕ̄∗

i which perform this for each vertex
Xi, giving the coefficients to ϕi, ought to be able to operate on u. Rather than attempting to
calculate this on the reference cell of the vertex-only mesh, we do so on the reference cell of
the parent mesh K̂. (d) shows this reference cell where the local function û is defined: here P̂
is the local function space defined on K̂. We introduce new basis functions ψ̃i and dual basis
functionals ψ̃i

∗
each defined by a newly varying X̂i in K̂ , where the functional performs the

point evaluation. When the coordinate transform back to global space (c) is performed, each
of these corresponds to ϕ̄∗

i .

69



3.2.15) are then

ϕ̄∗
i (;u) = u(Xi) (4.4.1)

= δXi
(;u) (4.4.2)

where δXi
is the Dirac delta functional (as opposed to the Dirac delta that is placed inside an

integrand which often appears in physics contexts) that produces the evaluation of u at Xi.
5

Looking at the local definition of interpolation (Eq. 3.2.2) we require, for each Xi, a single

local dual basis functional (k = 1 in Eq. 3.2.2) to perform the point evaluation at each vertex

cell using a fixed reference cell. This would have us transforming u on a particular vertex cell

to some ũ on our reference vertex such that our local dual basis functional is

ϕ̃∗(; ũ) = ũ(X̃) (4.4.5)

This is the single dual basis functional that can be used in the Ciarlet triple formulation [34]

of the P0DG function space on a vertex-only mesh:

(K,P ,N ) (4.4.6)

where K = X̃ is a reference vertex and we have one node N = ϕ̃∗ which is the single dual basis

functional to P∗, the dual to our local function space P . This gives a local basis function of P6

ϕ̃(x̃) =

1 where x̃ = X̃,

0 otherwise.7
(4.4.8)

The Ciarlet definition of the finite element P0DG(Ωv) is derived step-by-step in the appendix,

Sect. A.1.1.

5For vector or tensor valued function spaces u ∈ RS1×...×SN we follow the notation of chapter 3 Sect. 3.7
where {eα1}S1

α1=1 are the standard basis vectors of RS1 and {eαN }SN
αN=1 are the standard basis vectors of RSN .

Here we have dual basis functions for each for each dimension

ϕ∗iα1...αN
(;u) = u(Xi) · eα1 ⊗ ...⊗ eαN (4.4.3)

= δXi(;u) · eα1 ⊗ ...⊗ eαN . (4.4.4)

6For vector or tensor valued function spaces, we have a local basis function for each local Cartesian basis
vector or tensor respectively

ϕ̃α1...αN (x̃) =

{
ẽα1 ⊗ ...⊗ ẽαN where x̃ = X̃,

0 otherwise.
(4.4.7)

7This second case is never realised since ϕ̃ only takes on a value at the reference vertex X̃, but it follows from
the definition of ϕ̃∗ via the Ciarlet triple formulation and allows us to build up global basis functions which
have more than one vertex.
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We can equivalently let the reference vertex, and therefore our functionals, vary for each Xi

ψ̃∗
i (; û) = û(X̂i) (4.4.9)

where û is our locally defined function on the reference cell of our parent mesh Ω and x̂ are the

reference coordinates in that cell. Now for each vertex Xi in Ωv, X̂i is its equivalent location

in the reference cell of the parent mesh Ω. This gives us a local basis function

ψ̃i(x̂) =

1 where x̂ = X̂i,

0 otherwise.
(4.4.10)

This is equivalent to ϕ̃(x̃) since, after transforming back to global coordinates, they both equal 1

at Xi.
8 Figure 4.2 is a summary diagram showing where these various functions and functionals

are defined.

The global dual evaluation interpolation operator then requires the following for each vertex

cell Xi in our vertex-only mesh Ωv:

1. finding the cell of the parent mesh Ω that Xi resides in,

2. finding the equivalent reference coordinate X̂i in that cell,

3. transforming our function u to the parent mesh reference cell giving û,

4. performing the point evaluation û(X̂i) and

5. transforming the result back to global coordinates giving u(Xi).

This formalises the process of point evaluation with everything remaining a finite element

function defined on a mesh. These functions can have concrete values or be symbolic unknowns.

If the symbolic unknown is a point, we can now express that in the language of finite elements.

For example

∫
Ωv

IP0DG(Ωv)(; f(x))dx =
N−1∑
i=0

f(xi) =
N−1∑
i=0

∫
Ω

f(x)δ(x− xi)dx. (4.4.11)

Given the discussion in chapter 6, note here that what we call an ‘interpolation’ operation

is exact and, excepting finite element function spaces with discontinuities, unique: we get

the value of u at the points {Xi} on the new mesh Ωv. We are able to perform this exact

interpolation because u is a function which has a value everywhere.

Note that by picking a reference point X̂i in a unique cell for each Xi we allow interpolation

from discontinuous Galerkin finite element function spaces, even though point evaluation is not

well defined on the cell boundaries (the nature of the method implies that a function value

8The vector/tensor case is similarly equivalent.
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in one cell at the boundary will be different to the value on the adjoining cell). Those who

use such spaces will probably still want to be able to point evaluate so point evaluation is still

allowed: points exactly at cell boundaries are chosen to belong in one the cells they border.9

4.5 Firedrake implementation

4.5.1 Vertex-only mesh

Prior to this work, all meshes in Firedrake required an underlying PETSc [9, 10] DMPlex

to represent the topology of the mesh as detailed in Lange et al. [47]. DMPlex is a data

management structure for representing unstructured grids and meshes: the connectivity of

vertices, lines, planes and volumes are represented as a Directed Acyclic Graph (DAG).

Since we have no connectivity to consider we can instead use PETSc’s implementation of

point clouds, the DMSwarm data structure, to represent the mesh topology. DMSwarm and

DMPlex are both subclasses of an abstract DM class for representing grids and meshes: this

lets us swap out DMPlex for DMSwarm and build data structures on top of it in exactly the

way Lange et al. describe10. Details of DMPlex, DMSwarm, and DM can be found in the

PETSc manual [10]. More details on the specific implementation here can be found in Sect.

A.1.2 in the appendix.

The Firedrake implementation is called VertexOnlyMesh which, at construction, takes a

list of coordinates and a ‘parent’ mesh to be immersed in. The coordinates are stored on the

DMSwarm in a ‘field’ which associates each DMSwarm entity (topological vertex) with a piece

of data. The DMSwarm is also directly linked to the parent mesh DM using in-built PETSc

tools.

We then search for each coordinate within the parent mesh and identify the parent mesh

cell (step 1 in Sect. 4.4) alongside the reference coordinate X̂i in that cell (step 2). These are

also stored in DMSwarm ‘fields’ to associate them with each vertex. The cell search algorithm

is convered in detail in chapter 7 (Sect. 7.4).

The map from local coordinates x̂ to global coordinates x

x = G(x̂) (4.5.1)

9See the description of the cell location and voting algorithms in chapter 7 for how this is implemented in
Firedrake.

10Whilst the swap of DMPlex for DMSwarm may not be strictly necessary, it aided the development of our
implementation thanks to special DMSwarm features such as the ability to associate itself with another DM. A
future reimplementation could perhaps swap DMSwarm back to DMPlex.
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Figure 4.3: G and its inverse, G−1 map between local and global coordinate systems, respec-
tively. Here the map between a reference triangle, as used by Firedrake, and a triangle on a
mesh in global coordinates is shown with the corresponding point locations X̂i and Xi.

is known a-priori for a given mesh.11 We find the inverse

x̂ = G−1(x) (4.5.4)

for each Xi from G using Newton’s method with initial guess X̂0
i at the centre of the reference

cell.12 This was pre-existing Firedrake functionality. See Fig. 4.3 for an illustration.

DMSwarm natively supports embedding in a DMPlex so DMPlex’s cell numberings, which

differ from Firedrake’s, are similarly stored at this point in a pre-existing DMSwarm field.13 A

full list of all the fields stored on the DMSwarm can be found in the appendix to chapter 7

(Sect. A.3.2).

11The mesh coordinates are stored as a vector valued finite element function on the mesh such that

x =

dim(FS(Ω))−1∑
i=0

xiψi(x) (4.5.2)

where ψi are the vector valued basis functions and xi are global coordinate coefficients (‘locations’ of the basis
functions). Most meshes have the finite element function as degree 1 continuous polynomials FS(Ω) = P1CG(Ω)
in which case xi are the coordinates of the vertices of the mesh. The vertex-only mesh has its coordinate function
as a vector valued P0DG(Ωv) space - each xi here are also the vertex coordinates. Meshes without straight
edges can be represented with higher order coordinate functions: these are called high-order meshes. The global
basis functions are derived from a reference-cell-local basis ψ̃i ∈ P where P is our smaller reference-cell-local
function space. We weight these by our global coordinates to get the mapping

G(x̂) =

dim(P)−1∑
i=0

xiψ̃i(x̂) = x. (4.5.3)

12Where the transformation from global to reference coordinates is affine, as is often the case for non-high-
order meshes, this converges in one iteration.

13The two cell numberings do not have a one-to-one mapping in the case of extruded meshes [48], instead
both base mesh DMPlex cell and extrusion height are saved.
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4.5.2 Making a finite element function space on a vertex-only mesh

The construction of a finite element function space, in Firedrake called a FunctionSpace,

proceeds exactly as shown in Fig. 2 of [47] but with DMPlex now a DMSwarm. Only minor

modifications had to be made to the Firedrake software stack to allow for creation of the

P0DG(Ωv) finite element function space. These generally involved making sure that a reference

cell which was a point would behave as expected since no use for this had previously been

considered. All other finite element function spaces are disallowed on a vertex-only mesh since

they require cells which have some extent.

Vector and tensor valued equivalents, needed to store point evaluations from vector or tensor

valued finite element function spaces on parent meshes, are created from the scalar P0DG(Ωv)

finite element function space. The reference FInAT element is a wrapper around the scalar

element, as described in Sect. 3.8.1, such that, at any given location x in the element, the

function is appropriately vector or tensor valued. The full finite element function space is built

up from the reference FInAT elements, so is also appropriately vector or tensor valued.

4.5.3 Point evaluation operation

Firedrake’s implementation of global dual evaluation interpolation was described in Sect. 3.4.1.

So long as the high level API of interpolation and its adjoint is maintained, it can be taped by

pyadjoint and can be used for PDE constrained optimisation problems such as data assimilation.

Up to this point, only dual evaluation interpolations between finite element function spaces on

the same mesh have been considered. Here we are interpolating across meshes: from the parent

mesh Ω to the vertex-only mesh Ωv.

PyOP2 can loop over mesh cells, but which mesh should it loop over? If it were to loop

over the parent mesh Ω, we would need to identify any vertices of vertex-only mesh Ωv inside

it, then perform the necessary dual evaluations in each case. Of course there will then be cases

where some cells of Ω contain no vertex cells of Ωv, leading to loops where no calculations

are performed. Conversely, where there are large numbers of vertex cells of Ωv in each cell of

Ω, it may make sense to gather all the vertex locations and have TSFC build a kernel which

can assign values to however many vertices of Ωv there are. Since we have already saved the

parent cell number and parent mesh reference cell location X̂i on each vertex Xi of Ωv, the

most straightforward option is to instead loop over its vertex cells.

Having made this decision, Firedrake needs to (a) construct a dual evaluation kernel, (b) as-

sign data from that kernel to the P0DG(Ωv) finite element function space and (c) appropriately

loop over the vertex-only mesh cells Xi.

For step (a), we use TSFC: as described Sect. 3.4.1 it is responsible for transforming to and

from reference cells but does not play a part in assigning data to or from global function spaces

(that is PyOP2’s role). The kernel therefore need not know about differing meshes: from its

point of view, the dual evaluation operation only involves the parent mesh: the target space
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has a single local dual basis functional14

ψ̃∗
i (; û) = û(X̂i) (4.5.5)

(from Eq. 4.4.9) and the kernel it compiles will produce a value corresponding to that.

For step (c), equation 4.5.5 is executed for every point in the vertex-only mesh by PyOP2.

The implementation details of this are in the appendix, Sect. A.1.3.

Providing the correct FInAT element: runtime tabulation

Inside TSFC we need to supply an appropriate FInAT element for point evaluation on the

reference cell with the dual basis functional

ψ̃∗
i (; û) = û(X̂i) (4.5.6)

from Eq. 4.4.9. X̂i will vary for each reference cell. Specifying a new FInAT element for each

point Xi is not feasible: Our kernel needs to be generalisable to any X̂i we supply. We store X̂i

for every vertex-only mesh cell Xi, all we need then is for X̂i to be an argument to the kernel.

Evaluation of basis functions at an arbitrary point on a reference element is referred to as

‘runtime tabulation’. ‘Tabulation’ is the operation of evaluating local basis functions at one or

more points and ‘runtime’ implies that this is performed after the generation of the kernel (i.e.

the point is an argument supplied to the kernel). TSFC can automatically create kernels with

runtime specified arguments by creating GEM Variables that correspond to them (see Sect.

3.5).

FInAT and FIAT already have an element which performs arbitrary point evaluations on

the reference cell called a QuadratureElement. These are intended for experimentation with

arbitrary quadrature rules for integration: one supplies them with a quadrature rule which are

a set of weights wi and locations on the reference cell xi to sum. The dual basis of the element

are defined to be the evaluations at the points

ψ̃∗
i (; f̃) = f̃(xi).

15 (4.5.7)

For our purposes, we need a quadrature rule with a single point in the reference cell (the weight

is inconsequential) the location of which we specify at runtime. For details see the appendix,

Sect. A.1.4.

The kernel is then compiled in Firedrake as follows:

1. Identify if our interpolation target is P0DG(Ωv).

14or one for each tensor dimension
15The Q tensor for FInAT dual evaluation is identity in this case: see Eq. 3.8.7.
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2. Change this to an equivalent QuadratureElement on the reference cell of the parent mesh

built from a FInAT quadrature rule with a single runtime-specified point. 16

3. Supply the quadrature element and the parent mesh (upon which the expression to in-

terpolate is found) to the TSFC dual evaluation kernel builder.

4. Receive a dual evaluation kernel which has a point on the reference cell to dual evaluate

at as an argument to the kernel.

This can be executed once for each Xi with X̂i as the point evaluate at.

4.6 Demonstration
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Figure 4.4: 1000 samples at randomly generated coordinates of the solution to the Poisson
equation from Eq. 1.3.2, generated with the code in Listing 6.

Listing 6 demonstrates the new Firedrake functionality. The Poisson equation we solved

in Sect. 1.3 (Eq. 1.3.2, Listing 2 with forcing function17 and solution plotted in Fig. 1.3) is

sampled at a list of coordinates by creating a vertex-only mesh at those coordinates. A P0DG

finite element function space on the vertex-only mesh is created and the solution u to Poisson’s

equation interpolated onto it. A plot of the resulting function is shown in Fig. 4.4.

16If we are dual evaluation interpolating from a vector or tensor valued finite element function space we must
be dual evaluation interpolating into a vector or tensor valued finite element function space built from the
scalar P0DG(Ωv) space. These kinds of dual evaluation operations are described in Sect. 3.8.1. The equivalent
QuadratureElement in these cases is identically built from the scalar QuadratureElement which will perform
a scalar point evaluation for each dimension.

17Note: as for the previous example of solving Poisson’s equation (Listing 2) the random forcing term f here
is not mesh independent so adaptation of the example should be approached with caution.
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1 from firedrake import *

2

3 def poisson_point_eval(coords):

4 """Solve Poisson's equation on a unit square for a random forcing term

5 with Firedrake and evaluate at a user-specified set of point coordinates.

6

7 Parameters

8 ----------

9 coords: numpy.ndarray

10 A point coordinates array of shape (N, 2) to evaluate the solution at.

11

12 Returns

13 -------

14 firedrake.function.Function

15 A finite element function containing the point evaluatations.

16 """

17 omega = UnitSquareMesh(20, 20)

18 P2CG = FunctionSpace(omega, family="CG", degree=2)

19 u = TrialFunction(P2CG)

20 v = TestFunction(P2CG)

21

22 # Random forcing Function with values in [1, 2].

23 f = RandomGenerator(PCG64(seed=0)).beta(P2CG, 1.0, 2.0)

24

25 a = inner(grad(u), grad(v)) * dx

26 L = f * v * dx

27 bc = DirichletBC(P2CG, 0, "on_boundary")

28 u_sol = Function(P2CG) # solution will be stored here

29 solve(a == L, u_sol, bc)

30

31 omega_v = VertexOnlyMesh(omega, coords)

32 P0DG = FunctionSpace(omega_v, "DG", 0)

33 return interpolate(u_sol, P0DG)

Listing 6: An example point evaluation in Firedrake: the last three lines are our new function-
ality. A plot of the output with 1000 randomly generated points is shown in Fig. 4.4.

Vertex-only meshes can be created in 1D, 2D and 3D meshes, semi-structured extruded

meshes [48], meshes with periodic boundary conditions, and immersed manifold meshes. All

cell types Firedrake supports (intervals, triangles, tetrahedra, quadrilaterals and hexahedra)

are supported. Extensive automated tests have been added to Firedrake which test DMSwarm

creation and vertex-only mesh creation in all of these mesh types, alongside various other tests

(behaviour at cell boundaries for example). At the time of writing, only high order meshes

cannot have vertex-only meshes immersed in them.18 The creation of P0DG finite element

18This would require changes to the bounding box algorithm, discussed in Sect. 7.4, with improvements
suggested in Sect. 7.8.
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function spaces on vertex-only meshes are extensively tested to make sure they behave as

expected when compared to other Firedrake finite element function spaces.

Other than finite element function spaces which cannot, at present, be dual evaluated using

FInAT (notably enriched elements - see Sect. 3.8.3), all are supported.

4.6.1 Solving a Point Forced PDE

1 from firedrake import *

2 import numpy as np

3

4 omega = UnitSquareMesh(20, 20)

5 U = FunctionSpace(omega, "CG", 1)

6

7 forcing_coords = np.asarray([[0.5, 0.25], [0.5, 0.75], [0.25, 0.5], [0.75, 0.5]])

8 omega_v = VertexOnlyMesh(omega, forcing_coords)

9

10 # Create the RHS point forcing cofunction

11 P0DG = FunctionSpace(omega_v, "DG", 0)

12 x, y = SpatialCoordinate(omega_v)

13 f_v = Function(P0DG).interpolate(x * y)

14 v_v = TestFunction(P0DG)

15 L_v = assemble(f_v * v_v * dx)

16 L = Cofunction(U.dual())

17 I = Interpolator(TestFunction(U), P0DG)

18 I.interpolate(L_v, output=L, transpose=True)

19

20 # LHS Bilinear form

21 u = TrialFunction(U)

22 v = TestFunction(U)

23 a = inner(grad(u), grad(v)) * dx

24

25 bc = DirichletBC(U, 0, "on_boundary")

26 u_sol = Function(U) # solution will be stored here

27 solve(a == L, u_sol, bc)

Listing 7: Code for solving the Poisson equation on a unit square with multiple point sources as
the right hand side (Eq. 4.6.16). The point sources are samples of f(x, y) = x×y of which there
are 4: f(0.5, 0.25) = 0.125, f(0.5, 0.75) = 0.375, f(0.25, 0.5) = 0.125 and f(0.75, 0.5) = 0.375.
The solution is shown in Fig. 4.5

The new abstraction ought to allow PDEs with Dirac deltas in as source and sink terms to

be solved. Consider the Poisson equation again

−∇2u = f (4.6.1)

this is a linear PDE, so we can express it in weak form as a linear variational problem “find
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Figure 4.5: The solution to the Poisson equation for 4 points sources at (0.5, 0.25), (0.5, 0.75),
(0.25, 0.5) and (0.75, 0.5), sampled from f(x, y) = x× y created using the code in Listing 7.

u ∈ U such that ∫
Ω

∇u · ∇v dx =

∫
Ω

fv ∀ v ∈ U dx (4.6.2)

with boundary conditions u = 0 on the boundary”. The form of this is

a(;u, v) = L(; v) (4.6.3)

where a is a 2-linear form and L is a 1-linear form (a cofunction) in U∗.

Sometimes we need to solve a linear variational problem where the 1-linear form is con-

strained by some linear operator

L(; v) = L(;A(;u)) ∀u ∈ U (4.6.4)

where

A : U → V (4.6.5)

can be calculated for all test functions u ∈ U giving some v ∈ V . From the definition of an

operator adjoint (Eq. 2.1.2), recalling that L ∈ U∗, we have

L(; v) = L(;A(;u)) = A∗(;L)(;u) ∀u ∈ U. (4.6.6)

It is common, particularly in physics, to modify the right hand side forcing term with a
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Dirac delta ∫
Ω

∇u · ∇v dx =
N−1∑
i=0

∫
Ω

f(x)v(x)δ(x−Xi) dx ∀ v ∈ U. (4.6.7)

This represents N samples at Xi of some continuous function f over the domain. This forcing

function only takes on values at the points: it can be rewritten in terms of functions on a

vertex-only mesh. Firstly

N−1∑
i=0

∫
Ω

f(x)δ(x−Xi) dx =

∫
Ωv

IP0DG(Ωv)(; f) dx =
N−1∑
i=0

f(Xi) ∈ K (4.6.8)

is a 0-linear form. We relabel

fv = IP0DG(Ωv)(; f) ∈ P0DG(Ωv) (4.6.9)

since we can evaluate the expression for f directly in P0DG(Ωv) on each vertex Xi of Ωv without

reference to the parent mesh:

fv(Xi) = f(Xi) (4.6.10)

Multiplying this by the test function vv ∈ P0DG(Ωv) gives us a 1-linear form (cofunction)

Lv ∈ P0DG(Ωv)
∗. (4.6.11)

where

Lv(; vv) =

∫
Ωv

fvvv dx ∀ vv ∈ P0DG(Ωv). (4.6.12)

To formulate the linear variational problem over the whole domain Ω, we need a 1-linear

form L ∈ U∗ which takes on the same values as Lv wherever the point evaluations of some

v ∈ U match the values of vv ∈ P0DG, i.e.

L(; v) = Lv

(
; IP0DG(Ωv)(; v)

)
∀ v ∈ V (4.6.13)

= I∗P0DG(Ωv)(;Lv)(; v) ∀ v ∈ V (4.6.14)

from Eq. 4.6.6. Here

I∗P0DG(Ωv) : P0DG(Ωv)
∗ → U∗. (4.6.15)

The forcing term is therefore

N−1∑
i=0

∫
Ω

f(x)v(x)δ(x−Xi) dx = I∗P0DG(Ωv)

(
;

∫
Ωv

fvvv dx

)
∈ U∗ (4.6.16)

which we solve ∀ vv ∈ P0DG(Ωv) thereby constraining the test functions v ∈ U for the rest

of the terms in the linear variational problem. The construction of the adjoint dual evaluation

interpolation operator from the interpolation matrix is described in chapter 5, Sect. 5.4.1.
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Code for solving the Poisson equation with this right hand side is shown in Listing 7 and

the solution u in Fig. 4.5.

4.7 Future Work

The requirement of a parent mesh at vertex-only mesh construction is a limitation of the current

implementation. However, most19 conceivable use cases of vertex-only meshes require associa-

tion with another mesh. For example, point evaluations may be done more than once without

changing the list of coordinates. Since the search over parent mesh cells and identification of

coordinate locations within them is computationally expensive, we avoid computing this every

time by storing the information on the vertex-only mesh. Nevertheless, making this an optional

constructor argument and allowing the association of a VertexOnlyMesh with multiple meshes

is possible future work.

The choice to have PyOP2 loop over vertex-only mesh cells rather than parent mesh cells

may not be optimal for cases where we have large numbers of vertex-only mesh cells in each

cell of the parent mesh. The current implementation has TSFC transforming to and from the

parent mesh cell reference coordinates for each vertex. Looping over parent mesh cells could

reduce this overhead but would introduce additional complexity to the data structures and

would not be optimal for cases where we have a sparse vertex-only mesh. Any investigation of

this approach would require careful profiling of the TSFC kernels for each case.

The re-appropriation of QuadratureElement for runtime dual evaluation works for this

case, but somewhat hides its real use. For full generality a new element type could be created,

e.g. RuntimeElement, which would build a dual basis from (optionally) runtime-specified point

evaluation locations and weights to apply to those locations as in Eq. 3.7.2:

ϕ∗
i (; f) =

∑
j

wjf(xj). (4.7.1)

4.8 Summary of Contributions

I have developed a mathematical abstraction, vertex-only meshes and P0DG finite element

function spaces on them, that allow one to reason about point data in the finite element

method framework. I have defined an operation, dual-evaluation interpolation, which is the

point evaluation operation. This is made possible because finite element functions, which

approximate fields, have, with the exception of discontinuous Galerkin methods, well defined

values everywhere on a domain. To my knowledge, this is the first fully generalisable approach

for integrating point data and finite element methods.

By separating out the data from the spatial coordinates, I avoid making assumptions about

the use case. Whilst there are plenty of libraries that consider particles within a finite element

19but not all, see Sect. 7.6.3 for an example
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method ecosystem (as I have identified), they are generally specialised towards particular use

cases such as particle tracing and particle-in-cell methods (for more on these see chapter 7, Sect.

7.3). Since my point evaluation operation is defined at a high level, it can be interacted with as

a mathematical operator without needing to worry about implementation. I have demonstrated

that this can be used to describe point source terms and implemented an example. As I will go

on to show, this will also allow me to differentiate the operator20, allowing not only interrogation

of point data in a finite element function, but also assimilation of that data.

I have implemented my abstractions in Firedrake: Vertex-only meshes are created in a

similar way to other Firedrake meshes, though use a special constructor to let them be associated

with another mesh and accept a set of coordinates and store their mesh topology in a PETSc

DMSwarm rather than a DMPlex (see Sect. 4.5.1).

I identified a straightforward algorithm for implementing the dual evaluation operation (see

Sect. 4.4) which ought to be applicable to other finite element libraries. I used this algorithm

in my implementation, making the necessary modifications to loop over vertex-only mesh cells

and retrieve the parent mesh cell and generate a kernel with TSFC using its runtime-tabulation

capability (see Sect. 4.5.3). To integrate with my FInAT dual evaluation capability, described

in chapter 3, I used the newly created FInAT UnknownPointSet with the pre-existing FInAT

QuadratureElement (see appendix A.1.4). The implementation has been extensively tested

and is now the recommended point evaluation API in Firedrake.

20see Sect. 5.5
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Chapter 5

Applying Automatic Differentiation to

Interpolation

83



5.1 Introduction

Consider some arbitrary function F which maps some set of inputs to a set of outputs: If we

want to know how changing certain inputs affects the outputs we call that sensitivity analysis.

If F is some model of a phenomenon and we want to know which inputs give us a particular

set of outputs we call that solving an inverse problem or variational data assimilation. If we

want to change some parameters of F to correlate particular inputs and outputs we, amongst

other things, call this machine learning. Knowing the gradient of F - how much the outputs of

F changes given perturbations in its inputs - is useful when trying to solve all these problems.

Take for example an inverse problem: we have a so-called forward model of a phenomenon

we are interested in (F ) and measurements of that phenomenon. For the sake of simplicity we

say that the outputs of F need to match our measurements. We set up an optimisation problem

where we minimise, for given inputs to our forward model, the difference between the model

outputs and the measurement. We call this a misfit function, misfit functional or objective

function depending on which field you work in:

min
inputs

misfit(inputs) = ∥F (inputs)−measurements∥2some norm (5.1.1)

:= min
x
J(x) = ∥F (x)− y∥2some norm. (5.1.2)

We could blindly change our parameters until we find the lowest value of our misfit - clever

ways of doing this are called Monte Carlo methods. Alternatively we note that the gradient of

the misfit is zero at a minimum
dJ

dx
= 0 (5.1.3)

and perform gradient based optimisation. In the simplest case, this means moving J(x) for

some x in the direction of steepest gradient until our gradient is zero. Since our measurements

y are fixed this means finding the gradient of F .

A field of research which has emerged for this purpose is Automatic or Algorithmic Differ-

entiation (AD). Typically this considers F as an algorithm or computer program, i.e.

F : Rn → Rm (5.1.4)

which is made up of a series of fundamental operations encapsulated in the code for that

program. Since we have a series of fundamental operations, AD makes the leap of seeing that

we can define F as a gigantic composition of functions

F = fp ◦ fp−1 ◦ ... ◦ f1 (5.1.5)

which we can then apply the chain rule to.

Here a comprehensive description of AD as it is applied to Firedrake using the dolfin-
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adjoint/pyadjoint [46] tool will be given. This will start by introducing the key mathematical

concepts then describe how they can be used to build an AD tool appropriate for us. The aim

here is to allow us to apply this to the interpolation operator in Firedrake and to do so in a

way that gives us gradients quickly. An initial application of this work is found in chapter 6.

A summary of the contributions of this chapter can be found in section 5.6.

5.2 Gateaux Derivatives

Gradient based minimisation techniques require a way of computing the gradient of a function

or functional with respect to one or more of its parameters. Consider some arbitrary function

f which maps between function spaces U and V

f : U → V (5.2.1)

i.e.

f(u) ∈ V ∀u ∈ U. (5.2.2)

This is a function which operates on arbitrary functions u ∈ U (which we consider to be vectors)

to produce new functions in V . We need a way of expressing the derivative of f with respect

to u given some small perturbation in the vector function space U .

The Gateaux derivative, which is defined for all complete normed vector spaces, and there-

fore all finite element function spaces, is suitable for this and, following the notation used by

Schwedes et al. [29], is defined as the bounded linear map such that

dfu(u;u
′) = lim

ϵ→0

(
f(u+ ϵu′)− f(u)

ϵ

)
∀u′ ∈ U

(5.2.3)

where the subscript u indicates that the derivative is with respect to u. Our perturbation in

the U direction is the new argument u′ which dfu is necessarily linear in; the semicolon ‘;’

indicates this.1 All arguments to the left of ‘;’ are possibly nonlinear, whilst those to the right

are necessarily linear. dfu is therefore a map

dfu : U × U︸︷︷︸
linear

→ V, (5.2.4)

(where the second U necessarily linear) i.e.

dfu(u;u
′) ∈ V. (5.2.5)

1If, as the limit ϵ→ 0 is taken, one yields something which is not linear in u′, we say that the function f is
not Gateaux differentiable.
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Much as Hilbert spaces generalise Euclidean vectors (u ∈ Rn or c ∈ Cn) and their associated

spaces (Rn and Cn) to include infinite dimensions and vectors which are functions, the Gateaux

derivative generalises the directional derivative to generic vectors (such as functions) with,

potentially, infinite dimensions. In the case where f is a scalar function applied to a vector, i.e.

f : Rn → R, (5.2.6)

the Gateaux derivative yields

dfu(u;u
′) = ∇f · u′ (5.2.7)

If, as we show in the appendix section A.2.1, we consider a vector function applied to a vector,

i.e.

f : Rn → Rm (5.2.8)

the Gateaux derivative yields a Jacobian matrix vector product

dfu(u;u
′) = Jf · u′. (5.2.9)

This pattern can be extended: returning to the case of f : V → U we can consider dfu as a

V × U sized infinite dimensional tensor operator applied to u′ ∈ U since dfu is linear in u′.

This gives a very useful alternative notation which we use to aid comprehension throughout

this chapter

dfu(u;u
′) :=

df

du

∣∣∣∣
u

· u′ (5.2.10)

where |u is shorthand for ‘evaluated at u’.

It is key to emphasise here that this is a derivative of a function f of functions u ∈ U : the
Gateaux derivative can be thought of as a formalisation of the so-called ‘functional derivative’

found in the calculus of variations that is used in physics and engineering for Lagrangian and

Hamiltonian mechanics.

If we have more than one argument we can also define a partial derivative. Given the (not

necessarily linear) map

g : U × U → V (5.2.11)

i.e.

g(u, µ) ∈ V ∀u, µ ∈ U (5.2.12)

we define

∂gu(u, µ;u
′) = lim

ϵ→0

(
g(u+ ϵu′, µ)− g(u, µ)

ϵ

)
∀u′ ∈ U

(5.2.13)

as the partial derivative with respect to u where u′ is a linear perturbation in the u direction.
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Since we have 3 arguments, this is now a map

∂gu : U × U × U︸︷︷︸
linear

→ V (5.2.14)

(where the third U is necessarily linear) i.e.

∂gu(u, µ;u
′) ∈ V. (5.2.15)

As with equation 5.2.10, this can be expressed as

∂gu(u, µ;u
′) :=

∂g

∂u
· u′. (5.2.16)

We can understand the partial Gateaux derivative in finite dimensions by considering a

scalar function of a vector f as a scalar function of the scalar vector elements g

f : Rn → R ≡ g : R× R× ...× R︸ ︷︷ ︸
n times

→ R i.e. (5.2.17)

f(u) ≡ g(u0, ..., un−1) (5.2.18)

Now that we have a function of multiple variables we can take a partial derivative with respect

to one of them

∂gui
: R× R× ...× R︸ ︷︷ ︸

n times

× R︸︷︷︸
new!

→ R (5.2.19)

which recovers the usual definition of the partial derivative in vector calculus taken with respect

to a vector element ui (a scalar number), multiplied by the direction vector u′

∂gui
(u;u′) :=

∂g

∂ui

∣∣∣∣
u︸ ︷︷ ︸

≡ ∂f
∂ui

∣∣
u

·u′. (5.2.20)

5.2.1 Chain Rule

As with most derivatives we can define a chain rule. Consider the following

J : V → R i.e. J(v) ∈ R ∀ v ∈ V, (5.2.21)

f : U → V i.e. f(u) ∈ V ∀u ∈ U, (5.2.22)

J ◦ f : U → R i.e. J(f(u)) ∈ R ∀u ∈ U, (5.2.23)
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where ‘◦’ is the composition operator hence it implying J being a function of f . We can think

of J ◦ f as the composition of two maps

J ◦ f : U →︸︷︷︸
f

V →︸︷︷︸
J

R. (5.2.24)

We want the derivative with respect to u

d[J ◦ f ]u : U × U︸︷︷︸
linear

→ R i.e. d[J ◦ f ]u(u;u′) ∈ R ∀u ∈ U. (5.2.25)

The chain rule here has us substituting in v = f |u ∈ V (see the composite map equation 5.2.24),

where |u is again shorthand for ‘evaluated at u’, to get

d[J ◦ f ]u(u;u′) = dJv(v = f |u; v′ = dfu(u;u
′)) (5.2.26)

which, in the generic infinite-dimensional tensor notation of equation 5.2.10, is the familiar

expression
d[J ◦ f ]

du

∣∣∣∣
u

· u′ = dJ

dv

∣∣∣∣
v=f |u

· df
du

∣∣∣∣
u

· u′︸ ︷︷ ︸
v′|v=f |u

. (5.2.27)

The idea of composite maps (equation 5.2.24) is highlighted here to show how the chain

rule has us dealing with the derivatives of each underlying map (i.e. function) separately. As

expressions get more complex, for example when trying to take the derivative of an entire

computer program as we will go on to discuss, we will see that we just need to employ the

chain rule.

For completeness, the generic expression for the chain rule, where we are dealing with multi-

variable functions, is given by the expression for the total derivative. To define this we introduce

a new multivariate functional J ′ which maps from V and a new function space X

J ′ : V ×X → R i.e. J ′(v, x) ∈ R ∀ v ∈ V, x ∈ X, (5.2.28)

f : U → V i.e. f(u) ∈ V ∀u ∈ U, (5.2.29)

g : U → X i.e. g(x) ∈ U ∀x ∈ X, (5.2.30)

J ′ ◦ (f, g) : U → R i.e. J ′(f(u), g(u)) ∈ R ∀u ∈ U, (5.2.31)

where J ′ ◦ (f, g) is used to express the composition of J ′ on the tuple of functions f and g. Our

composite map is

J ′ ◦ (f, g) : U →︸︷︷︸
(f,g)

(V,X) →︸︷︷︸
J ′

R. (5.2.32)
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We want the total derivative with respect to u

d[J ′ ◦ (f, g)]u : U × U︸︷︷︸
linear

→ R i.e. d[J ′ ◦ (f, g)]u(u;u′) ∈ R (5.2.33)

that is given by

d[J ′ ◦ (f, g)]u(u;u′) = ∂J ′
v

(
v = f |u; v′ = dfu(u;u

′)
)

+ ∂J ′
x

(
x = g|u;x′ = dgu(u;u

′)
)
. (5.2.34)

In the generic infinite-dimensional tensor notation of equations 5.2.10 and 5.2.16 this is

d[J ′ ◦ (f, g)]
du

∣∣∣∣
u

· u′ = ∂J ′

∂v

∣∣∣∣
v=f |u

· df
du

∣∣∣∣
u

· u′︸ ︷︷ ︸
v′|v=f |u

+
∂J ′

∂x

∣∣∣∣
x=g|u

· dg
du

∣∣∣∣
u

· u′︸ ︷︷ ︸
x′|x=g|u

. (5.2.35)

If a partial derivative is required (here equal to the total derivative since J ′ ◦ (f, g) is only a

function of u) the expressions in each notation are

∂[J ′ ◦ (f, g)]u(u;u′) = ∂J ′
v

(
v = f |u; v′ = ∂fu(u;u

′)
)
+ ∂J ′

x

(
x = g|u;x′ = ∂gu(u;u

′)
)
. (5.2.36)

and
∂[J ′ ◦ (f, g)]

∂u

∣∣∣∣
u

· u′ = ∂J ′

∂v

∣∣∣∣
v=f |u

· ∂f
∂u

∣∣∣∣
u

· u′︸ ︷︷ ︸
v′|v=f |u

+
∂J ′

∂x

∣∣∣∣
x=g|u

· ∂g
∂u

∣∣∣∣
u

· u′︸ ︷︷ ︸
x′|x=g|u

. (5.2.37)

An example of the chain rule being used can be found in the appendix, section A.2.2. The

beginnings of the relationship between the chain rule and Automatic Differentiation (AD) is

discussed at the end of the example.

5.3 Automatic Differentiation

Let us return to the introduction (section 5.1), where we considered an algorithm or computer

program to be

F : Rn → Rm (5.3.1)

which we apply the chain rule to

F = fp ◦ fp−1 ◦ ... ◦ f1. (5.3.2)

In most AD literature one considers F as a map between two sets of real numbers as above.

In Firedrake F is a PDE where one argument is a control variable m ∈ M giving a solution
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z ∈ Z which we typically use in an optimisation setting (minimising some function, such as a

misfit) as above. Solving such problems is known as PDE constrained optimisation. The most

general case then is to consider F as a map between arbitrary vector spaces

F :M → Z (5.3.3)

where, above, we have M = Rn and Z = Rm. It is important to keep this generalisation

because in the finite element method we consider vector spaces which are finite dimensional

but are generally not Rn. This has important impacts on the adjoint approach where we are

forced to consider the covectors to vectors which we refer to as their adjoints. As we saw in

section 1.4 this means finding the particular inverse Riesz representer for the vector.

Being aware that the Riesz map is not necessarily ‘take the transpose’ (which it is only

for Rn with the l2 inner product) highlights problems which otherwise would be difficult to

understand: For example, users of Firedrake and pyadjoint/dolfin-adjoint (discussed later)

expect to get convergence: when they supply finer and finer meshes the solution to their

problem, be it solving a PDE or a PDE constrained optimisation problem, converges towards

the true solution. Assuming we are using the adjoint method, then each time we take the adjoint

of a given vector in a particular discretised vector space we use a different inner product (matrix

M in equation 1.4.35). This is fine since there is an ‘equivalence of norms’ theorem which states

that all norms in a finite dimensional vector spaces are equivalent up to some constant which

stays the same for the given vector space. However, when we change meshes or bases, such

as when we perform refinement, we change to a different finite dimensional vector space: here

the equivalence of norms theorem still holds but the constants will not be the same. Rather

than our optimisation problem tending to the same solution, we can find ourselves ending up

with different solutions particularly if we refine our mesh in non-uniform ways. This is made

worse by optimisation algorithms typically having some stopping condition to avoid going on

forever: since different norms have different associated error in finite dimensions, you can reach

a stopping condition in a very different part of the PDE’s solution space depending on the

specifics of the mesh refinement.

AD’s eponymous differentiation works by taking the derivative with respect to some argu-

ment multiplied by a perturbation direction of that argument. As we will go on to see, the

perturbation direction is propagated through the function decomposition. Henceforth we will

refer to the perturbation direction as the direction. This form of differentiation is, by definition,

a directional derivative of which the Gateaux derivative is the most general case. Fortunately

the Gateaux derivative is the correct derivative to use for our general case of maps between

vector spaces. Unlike elsewhere in AD literature, our description is here generalised to use

Gateaux derivatives throughout.

Maintaining such a high level mathematical abstraction allows concrete discretisation to

happen when a particular mesh and finite element function space basis is supplied. This is very
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convenient: at the programmatic level one can easily change mesh and basis from being, for

example, 2nd order discontinuous Lagrange polynomials on a course mesh of a domain to 3rd

order Bernstein polynomials on a fine mesh.

AD has two forms: The first, and most easy to understand, is the tangent linear approach,

also known as the forward mode of AD and forward accumulation. This was first described by

Wengert [49] and, as we will see, is the usual approach one might manually take to applying

the chain rule to a set of functions.

The second is the, often much harder to understand, adjoint approach, also known as the

reverse mode of AD, or reverse accumulation. This has a more complex history spanning

multiple fields and has been reinvented several times (see section 3.3 of Baydin et al. [50]).

Of particular note, the adjoint approach is the generalisation of backpropagation algorithms

used in machine learning for training neural networks (see section 3.2 of Baydin et al. [50]). In

essence, the idea is to save decomposed function intermediate values then use the chain rule in

the opposite direction to that usually taken - this will be explored in more depth later.

AD tools are generally implemented in one of two ways. One approach is to analyse code

bases using sets of rules that define the derivatives of given operations to produce new code for

finding the gradient - a so-called source-to-source approach. So x = sin(y) is transformed to

x′ = cos(y) ·y′. The other is to augment the variable types in your code with information about

the derivative: i.e. still use your rules but introduce a new type which contains both x and

x′ which can then be propagated through the code and modified as necessary. This requires

modification of the source code such that functions can accept the augmented type. Since the

usual Object Oriented Programming way to do that is known as overloading this approach is

known as operator overloading. For more see chapter 2 of [51].

Partly due to the recent popularity of machine learning, and AD’s important role in it, there

are now many examples of AD libraries available such as Google JAX[52] and within machine

learning tools like TensorFlow[53] and PyTorch[54]. A very non-exhaustive, but wide ranging,

list of libraries can be found at autodiff.org.

We will explain the tangent linear and adjoint approaches using example functions which

we then go on to use in our explanation of pyadjoint[46] and the specific work here of making

interpolation compatible with pyadjoint. Consider a scenario where we have

J ◦ f ◦ (h, k) :M → R i.e. J(f(h(m), h(m))) ∈ R (5.3.4)

J ◦ f ◦ (h, k) is the decomposition of the program F which we wish to apply AD to. Breaking
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this down we have

J : V → R i.e. J(v) ∈ R, (5.3.5)

f : U ×G→ V i.e. f(u, g) ∈ V, (5.3.6)

h :M → U i.e. h(m) ∈ U, (5.3.7)

k :M → G i.e. k(m) ∈ G. (5.3.8)

J is a functional, such as in integration over a domain of V . f can be any operation which

takes us from two function spaces U and G into one V . h and k are functions applied to a

variable m. We assign intermediate variables as outputs of each function

j = J |v (5.3.9)

v = f |(u,g) (5.3.10)

u = h|m (5.3.11)

g = k|m. (5.3.12)

In combining function definitions (here equations 5.3.5 to 5.3.8) with intermediate output

variable definitions (here equations 5.3.9 to 5.3.12) we have defined a Directed Acyclic Graph

(DAG). Our DAG is shown pictorially in figure 5.1. A DAG is the natural way of displaying

any sequence of operations that can be broken down into a composition of functions with

intermediate output variables (i.e. an algorithm which can be broken down using the chain rule).

Crucially we note that output function variables can be inputs to more than one downstream

function: here we limit ourselves to a simple case where the variable m is an argument of both

h and k. This will be explored in more detail in section A.2.5. This simple case allows us to

write down our whole program F as a function decomposition J ◦f ◦ (h, k). However in general

you need to write out or draw a DAG to fully describe a function decomposition.

The Gateaux derivative of J ◦ f ◦ (h, k) is

d[J ◦ f ◦ (h, k)]m :M × M︸︷︷︸
linear

→ R i.e. d[J ◦ f ◦ (h, k)]m(m;m′) ∈ R. (5.3.13)

We can Curry this into two functions

d[J ◦ f ◦ (h, k)]m(m;m′) = D1(m)︸ ︷︷ ︸
D0=D1|m

(;m′) (5.3.14)
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Figure 5.1: Directed Acyclic Graph (DAG) for the operations given in equations 5.3.5 to 5.3.8
linked by the intermediate output variables in equations 5.3.9 to 5.3.12. Functions are in large
boxes with input and output variables directly connected. Associated Tangent Linear Mode
(TLM) variables are shown with dots above, whilst adjoint mode variables have bars above.2The
vector spaces that variables are members of are shown in red above-right for input/output/TLM
variables and below for adjoint variables.

where D1 is the not-necessarily-linear operation of supplying the point at which to evaluate

D1 :M → ( M︸︷︷︸
linear

→ R) i.e. D1(m)(; •) ∈ ( M︸︷︷︸
linear

→ R) ∀m ∈M (5.3.15)

=d[J ◦ f ◦ (h, k)]m(m; •) (5.3.16)

:=
d[J ◦ f ◦ (h, k)]

dm

∣∣∣∣
m

· • (5.3.17)

and D0 is the necessarily-linear operation of supplying the direction

D0 : M︸︷︷︸
linear

→ R i.e. D0(;m
′) ∈ R ∀m′ ∈M (5.3.18)

=d[J ◦ f ◦ (h, k)]m(m;m′) (5.3.19)

:=
d[J ◦ f ◦ (h, k)]

dm

∣∣∣∣
m

·m′. (5.3.20)

which can be written as

D0 = D1|m for given m ∈M. (5.3.21)

2These are the primal form of the adjoint mode variables. Each has a dual-space equivalent (v̄∗ ∈ V ∗ for
example), which becomes relevant when discussing differing approaches to adjoint mode AD. See Sect. 5.3.2.
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The symbol ‘•’ once again indicates where we place our operand.3

Our aim is to find the linear operator D0 = D1|m at m such that it can supplied with a

direction. This is the process of ‘linearisation’ about a point, here m. We refer to m as the

‘control’. Going forwards we will write this as d[J ◦ f ◦ (h, k)]m(m; •). This operator is usually
called the Jacobian, here taken with respect to m. By comparison see the ‘Jacobian matrix’,

which is an expansion of this operator in a particular finite dimensional basis (see appendix

section A.2.1).

5.3.1 Tangent Linear Approach

The Jacobian we wish to find takes a vector m′ ∈M and gives us the Jacobian vector product.

If we have a complete basis for our vector space M then, by operating on each basis vector in

turn, we recover the complete Jacobian. This is the tangent linear approach to retrieving the

full Jacobian: you work out how to find a directional derivative (more on that below) and then

supply seed vectors on the right hand side until you recover the complete Jacobian.

In the tangent linear approach we introduce intermediate tangent linear operators which

give us intermediate Jacobians of our functions with respect to our control:

j̊(; •) = d[J ◦ f ◦ (h, k)]m(m; •) :M → R for given m ∈M (5.3.22)

v̊(; •) = d[f ◦ (h, k)]m(m; •) :M → V for given m ∈M (5.3.23)

ů(; •) = dhm(m; •) :M → U for given m ∈M (5.3.24)

g̊(; •) = dkm(m; •) :M → G for given m ∈M (5.3.25)

m̊(; •) = dmm(m; •) = I(; •) :M →M for given m ∈M (5.3.26)

where I is an identity operator which performs no operation (i.e. an identity matrix of

span(M) × span(M) dimensions) and j̊ is the operator we aim to find. If we apply the chain

rule to these operators, we find a neat pattern emerges.

We first note that

ů(; •) = dhm
(
m;m′ = dmm(m; •)

)
= dhm

(
m;m′ = m̊(; •)

)
,

(5.3.27)

and

g̊(; •) = dkm
(
m;m′ = dmm(m; •)

)
= dkm

(
m;m′ = m̊(; •)

)
.

(5.3.28)

Then, using the chain rule (immediately swapping partial derivatives for ordinary where they

3Note that our alternative notation for Gateaux derivatives is similar, though not identical, to the Liebniz
notation for AD introduced by Christianson [55].
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are equal - i.e. where we have functions of 1 variable) we find that

v̊(; •) = d[f ◦ (h, k)]m(m; •)
= ∂fu

(
u = h|m, g = k|m;u′ = dhm(m; •)

)
+ ∂fg

(
u = h|m, g = k|m; g′ = dkm(m; •)

)
= ∂fu

(
u = h|m, g = k|m;u′ = ů(; •)

)
+ ∂fg

(
u = h|m, g = k|m; g′ = g̊(; •)

)
(5.3.29)

and

j̊(; •) = d[J ◦ f ◦ (h, k)]m(m; •)
= dJv

(
v = f |u=h|m,g=k|m ; v

′ = d[f ◦ (h, k)]m(m; •)
)

= dJv
(
v = f |u=h|m,g=k|m ; v

′ = v̊(; •)
)
.

(5.3.30)

We see then that we can propagate our directional derivative seed ṁ forwards from m̊, to ů and

g̊, eventually reaching j̊. In practice this is done for a concrete seed by introducing intermediate

variables

ṁ = dmm(m;m′ = ṁ)(= I(; ṁ)) ∈M for given m ∈M (5.3.31)

u̇ = dhm(m;m′ = ṁ) ∈ U for given m ∈M (5.3.32)

ġ = dkm(m;m′ = ṁ) ∈ G for given m ∈M (5.3.33)

v̇ = ∂fu(u = h|m, g = k|m;u′ = u̇) + ∂fg(u = h|m, g = k|m; g′ = ġ) ∈ V for given m ∈M
(5.3.34)

j̇ = dJv(v = f |u=h|m,g=k|m ; v
′ = v̇) ∈ R for given m ∈M (5.3.35)

where we have replaced the operators m̊(; •) to j̊(; •) with our intermediate variables ṁ to j̇.

These are referred to as ‘TLM variables’. The downstream-most TLM variable is the Jacobian-

vector product for our given TLM seed vector ṁ. These TLM variables, alongside the definitions

of the tangent linear operators define the DAG shown pictorially in figure 5.2.

Usefully, the above calculation of derivatives for some seed ṁ can be done in lock step with

the calculation of functions themselves for given m without having to save any intermediate

values. Unfortunately to recover the Jacobian operator we have to traverse our DAG (i.e.

compute directional/Gateaux derivatives) dim(M) times assuming that our basis is dim(M).

So if M = Rm then our computational time scales with m. More specifically, if we were finding

a Jacobian for a function F : Rn → Rm (which would be an m× n Jacobian matrix) then the

time would scale as n · c · operations(F ) where c is a constant [56]. We can see, therefore, that

an alternative approach is needed.
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Figure 5.2: Directed Acyclic Graph (DAG) for the operations given in equations 5.3.22, 5.3.27,
5.3.28, 5.3.29 and 5.3.30 linked by the intermediate output variables in equations 5.3.31 to
5.3.35. Functions are in large boxes with input and output variables directly connected. In
practice the initial identity operation is skipped. The blocks associated with each operation in
pyadjoint which annotate each operation and allow derivatives to be calculated (see section 5.4)
are shown as thick boxes. The vector spaces that variables are members of are shown below
each set in red. We see that the DAG is similar to figure 5.1. For each function output variable
there is a corresponding TLM variable. Instead of evaluating functions we evaluate the relevant
derivative to get the next TLM variable.

In our alternative notation this is:

j̊(; •) = d[J ◦ f ◦ (h, k)]
dm

∣∣∣∣
m

· • :M → R for given m ∈M (5.3.36)

v̊(; •) = d[f ◦ (h, k)]
dm

∣∣∣∣
m

· • :M → V for given m ∈M (5.3.37)

ů(; •) = dh

dm

∣∣∣∣
m

· • :M → U for given m ∈M (5.3.38)

g̊(; •) = dk

dm

∣∣∣∣
m

· • :M → G for given m ∈M (5.3.39)

m̊(; •) = dm

dm

∣∣∣∣
m

· • = I · • :M →M for given m ∈M (5.3.40)

then

ů(; •) = dh

dm

∣∣∣∣
m

· dm
dm

∣∣∣∣
m

· •

=
dh

dm

∣∣∣∣
m

· m̊(; •),
(5.3.41)
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g̊(; •) = dk

dm

∣∣∣∣
m

· dm
dm

∣∣∣∣
m

· •

=
dk

dm

∣∣∣∣
m

· m̊(; •),
(5.3.42)

v̊(; •) = d[f ◦ (h, k)]
dm

∣∣∣∣
m

· •

=
∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· dh
dm

∣∣∣∣
m

· •+ ∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· dk
dm

∣∣∣∣
m

· •

=
∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· ů(; •) + ∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· g̊(; •),

(5.3.43)

and

j̊(; •) = d[J ◦ f ◦ (h, k)]
dm

∣∣∣∣
m

· •

=
dJ

dv

∣∣∣∣
v=f |u=h|m,g=k|m

· d[f ◦ (h, k)]
dm

∣∣∣∣
m

· •

=
dJ

dv

∣∣∣∣
v=f |u=h|m,g=k|m

· v̊(; •).

(5.3.44)

The practical introduction of intermediate variables for a given seed is then

ṁ =
dm

dm

∣∣∣∣
m

· ṁ(= I · ṁ) ∈M for given m ∈M (5.3.45)

u̇ =
dh

dm

∣∣∣∣
m

· ṁ ∈ U for given m ∈M (5.3.46)

ġ =
dk

dm

∣∣∣∣
m

· ṁ ∈ G for given m ∈M (5.3.47)

v̇ =
∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· u̇+ ∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· ġ ∈ V for given m ∈M (5.3.48)

j̇ =
dJ

dv

∣∣∣∣
v=f |u=h|m,g=k|m

· v̇ ∈ R for given m ∈M. (5.3.49)

5.3.2 Adjoint Approach

Instead of calculating the derivative of each operator to the controlm, we will instead investigate

the derivative of our output (here j) to our intermediate variables (v, u and g) as well as,

ultimately, m. Let us consider then the following partial derivative ‘Jacobian’ linear operators,
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each taken with respect to our intermediate variables:

m̂(; •) = ∂[J ◦ f ◦ (h, k)]m(m; •) :M → R for given m ∈M, (5.3.50)

ĝ(; •) = ∂[J ◦ f ◦ (h, k)]g(u, g; •) : G→ R for given u ∈ U, g ∈ G, (5.3.51)

û(; •) = ∂[J ◦ f ◦ (h, k)]u(u, g; •) : U → R for given u ∈ U, g ∈ G, (5.3.52)

v̂(; •) = ∂[J ◦ f ◦ (h, k)]v(v; •) : V → R for given v ∈ V, (5.3.53)

ĵ(; •) = ∂[J ◦ f ◦ (h, k)]j(j; •) = I(; •) : R→ R for given j ∈ R. (5.3.54)

where I is again an identity operator which performs no operation, here equal to 1 (i.e. an

identity matrix of span(R)× span(R) = 1× 1 dimensions) and m̂ is now the Jacobian operator

with respect to m which we aim to find (here the partial derivative of J ◦ f ◦ (h, k) is equal to
the total derivative). We will refer to these as ‘hat’ operators.

When we do a calculation of J for given m (run our ‘forward model’) and therefore build

our DAG, we are able to note which downstream operators our variables are sensitive to and

find that

ĝ(; •) = ∂[J ◦ f ◦ (h, k)]g(u, g; •) = ∂[J ◦ f ]g(u, g; •), (5.3.55)

û(; •) = ∂[J ◦ f ◦ (h, k)]u(u, g; •) = ∂[J ◦ f ]u(u, g; •), (5.3.56)

v̂(; •) = ∂[J ◦ f ◦ (h, k)]v(v; •) = ∂Jv(v; •). (5.3.57)

As with the tangent linear approach, we find that we can calculate each linear operator

from others, though here we start from the end of the calculation (i.e. as far downstream as

we can get, which means traversing the DAG backwards) and have to use concrete values for

the direction vectors to have the correct operator ranges. We first see that

v̂(; v′) = ∂Jv(v; v
′) ∈ R

= ĵ
(
; ∂Jv(v; v

′)
) (5.3.58)

then apply the chain rule (again immediately swapping partial derivatives for ordinary where

they are equal) to find

û(;u′) = ∂[J ◦ f ]u(u, g;u′)
= dJv

(
v = f |u,g; v′ = ∂fu(u, g;u

′)
)

= v̂|v=f |u,g
(
; ∂fu(u, g;u

′)
)
∈ R,

(5.3.59)

ĝ(; g′) = ∂[J ◦ f ]g(u, g; g′)
= dJv

(
v = f |u,g; v′ = ∂fg(u, g; g

′)
)

= v̂|v=f |u,g
(
; ∂fg(u, g; g

′)
)
∈ R,

(5.3.60)
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and

m̂(;m′) = ∂[J ◦ f ◦ (h, k)]m(m;m′)

= dJv
(
v = f |u,g; d[f ◦ (h, k)]m(m;m′)

)
= v̂|v=f |u,g

(
; d[f ◦ (h, k)]m(m;m′)

)
= v̂|v=f |u,g

(
;
(
∂fu
(
u = h|m, g = k|m; dhm(m;m′)

)
+ ∂fg

(
u = h|m, g = k|m; dkm(m;m′)

)))
= û|u=h|m,g=k|m

(
; dhm(m;m′)

)
+ ĝ|u=h|m,g=k|m

(
; dkm(m;m′)

)
∈ R.

(5.3.61)

We see a pattern here: each ‘hat’ operator is built from the sum of immediately downstream

‘hat’ operators, each operating on a corresponding downstream Jacobian.

Our aim here is to be able to seed with a direction vector from the downstream-most function

j′ ∈ R upstream such that we, eventually, get the corresponding direction vector m′ ∈ M . I.e.

for each ‘hat’ Jacobian operator we need an equivalent operator that takes the downstream

direction vector and tells us what to pass upstream. This is generally done in one of two

subtly different ways each of which rely on slightly different definitions of the adjoint of a linear

operator. Consider a linear operator on Hilbert spaces A : U → V with inner products ⟨•, •⟩U
and ⟨•, •⟩V

1. the first adjoint definition is the linear operator

A† : V → U (5.3.62)

which satisfies

⟨A(;u), v⟩V = ⟨u,A†(; v)⟩U ∀u ∈ U, v ∈ V. (5.3.63)

2. The second adjoint definition is the one we already encountered in Eq. 2.1.2: it is the

linear operator

A∗ : V ∗ → U∗ (5.3.64)

which satisfies

v∗(;A(;u)) = A∗(; v∗)(;u) ∀ v∗ ∈ V ∗, u ∈ U. (5.3.65)

Note in particular that A∗ always corresponds to the application of a covector v∗ to the

operator A after it has been applied to its operand u:

A∗(; v∗)(;u′) = v∗(;A(;u′)) ∀ v∗ ∈ V ∗ for given u′ ∈ U. (5.3.66)

The two definitions are linked: A† is the same as A∗ but with every input and output covector

replaced by corresponding the vector yielded by the Riesz representer for the inner products

⟨•, •⟩U and ⟨•, •⟩V . When dealing with Euclidean vectors with an l2 inner product, as is usual
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in AD (U = Rn, V = Rm), A is a matrix and A† = AT (its transpose). Since A is a matrix we

can consider it separately to its operand u′ ∈ Rn: since covectors are row vectors in 1×Rn we

see that A∗(; •) = •T · A.
Each type of adjoint can be used to perform adjoint mode AD by either

1. taking the •† adjoint of each intermediate Jacobian to which we feed, firstly, a primal

upstream direction vector j′ which gives us the next direction vector v′ and so on, or

2. taking the •∗ adjoint of each intermediate Jacobian, to which we feed the covector j′∗

(which corresponds to j′ for the inner product that defines the adjoint) which gives us v′∗

(which corresponds to v′) and so on.

The difference between these approaches is rarely highlighted in the AD literature since we

traditionally consider maps between Rn and Rm where the relationship between vectors and

covectors is so apparently trivial due to the use of the l2 inner product. Either one transposes

the Jacobian matrices and multiplies on the right, or one transposes the vector and multiplies

on the left. The A† adjoint turns out to be highly impractical when not in this scenario (see

the end of Sect. 5.4.1). Here, adjoint mode AD is therefore only derived with the definition of

the adjoint corresponding to A∗ (a derivation using A† can be found in appendix A.2.3).

In each case we need to look at our intermediate Jacobians evaluated at given points:

dJv(v; •) : V → R for given v ∈ V, (5.3.67)

∂fu(u, g; •) : U → V for given u ∈ U, g ∈ G, (5.3.68)

∂fg(u, g; •) : G→ V for given u ∈ U, g ∈ G, (5.3.69)

dhm(m; •) :M → U for given m ∈M, (5.3.70)

dkm(m; •) :M → G for given m ∈M. (5.3.71)

The adjoints of these, with respect to the inner products that defines the dual spaces, are

dJ∗
v (v; •) : R∗ → V ∗ for given v ∈ V, (5.3.72)

∂f ∗
u(u, g; •) : V ∗ → U∗ for given u ∈ U, g ∈ G, (5.3.73)

∂f ∗
g (u, g; •) : V ∗ → G∗ for given u ∈ U, g ∈ G, (5.3.74)

dh∗m(m; •) : U∗ →M∗ for given m ∈M, (5.3.75)

dk∗m(m; •) : G∗ →M∗ for given m ∈M. (5.3.76)

We can use these in the adjoints of our ‘hat’ operators (taken with respect to the same inner
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products) which are adjoint Jacobians operating on upstream adjoint Jacobians

ĵ∗(; •) = I∗(; •) = I(; •) : R∗ → R∗ ∀ j ∈ R (5.3.77)

v̂∗(; •) = ∂J∗
v

(
v; ĵ∗(; •)

)
: R∗ → V ∗ for given v ∈ V, (5.3.78)

û∗(; •) = ∂f ∗
u

(
u, g; v̂|∗v=f |u,g(; •)

)
: R∗ → U∗ for given u ∈ U, g ∈ G, (5.3.79)

ĝ∗(; •) = ∂f ∗
g

(
u, g; v̂|∗v=f |u,g(; •)

)
: R∗ → G∗ for given u ∈ U, g ∈ G, (5.3.80)

m̂∗(; •) = dh∗m

(
m; û|∗u=h|m,g=k|m(; •)

)
+ dk∗m

(
m; ĝ|∗u=h|m,g=k|m(; •)

)
: R∗ →M∗ for given m ∈M.

(5.3.81)

The full adjoint Jacobian for our example is m̂∗(; •). Supplying any of these with a direction

vector j′∗ ∈ R (recalling that R∗ = R) gives an adjoint Jacobian vector product. To recover

the Jacobian operator for our example we supply a seed of j′∗ = 1 to m̂∗ and take the adjoint

of m̂∗(; 1): i.e.

[m̂∗(; j′∗ = 1)]
∗ · • = d[J ◦ f ◦ (h, k)]m(m; •). (5.3.82)

In general, were J : V → X and we had a complete basis for X then, by operating on each

basis covector in turn, we would be able to recover the complete adjoint-Jacobian

In practice, we decompose our adjoint ‘hat’ operators into intermediate operations by sub-

stituting intermediate adjoint-Jacobian vector products (v̄∗ ∈ V ∗, ū∗ ∈ U∗ etc.) for the adjoint

of each ‘hat’ linear operator (v̂∗(; •), û∗(; •) etc.):

j̄∗ = I∗(; j̄∗) = I(; j̄∗) ∈ R∗(= R) (5.3.83)

v̄∗ = ∂J∗
v (v; j̄

∗) ∈ V ∗ for given v ∈ V, (5.3.84)

ū∗ = ∂f ∗
u(u, g; v̄

∗) ∈ U∗ for given u ∈ U, g ∈ G, (5.3.85)

ḡ∗ = ∂f ∗
g (u, g; v̄

∗) ∈ G∗ for given u ∈ U, g ∈ G, (5.3.86)

m̄∗ = dh∗m(m; ū∗) + dk∗m(m; ḡ∗)(= m̂∗(; j̄∗)) ∈M∗ for given m ∈M. (5.3.87)

These are referred to as ‘adjoint variables’. Alongside equations 5.3.72 to 5.3.76 these form a

DAG which is shown pictorially in figure 5.3.

Reverse/adjoint mode requires a full forward run of the calculation we are doing. This is

needed to (a) compute intermediate outputs, for example to supply the correct v ∈ V when

calculating a particular adjoint variable v̄, and to (b) record downstream dependencies in a

DAG. In general, the set of intermediate variables (a) is usually referred to as the tape. Here

(b) has been implicitly expressed by the way we have been able to simplify our ‘hat’ linear

operators (equations 5.3.55 to 5.3.57) before applying the chain rule.

In summary, to recover the Jacobian operator for some function we have to traverse the

DAG that describes the function once to find and save all the intermediate variables on the

tape, then traverse the DAG in reverse once for each dimension of the output space. Since our
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Figure 5.3: Directed Acyclic Graph (DAG) for the operations given in equations 5.3.72 to
5.3.76; linked by the intermediate output variables in equations 5.3.83 to 5.3.87. Functions
are in large boxes with input and output variables directly connected. In practice the initial
identity operation is skipped. The blocks associated with each operation in pyadjoint which
annotate each operation and allow derivatives to be calculated (see section 5.4) are shown as
thick boxes. The vector spaces that variables are members of are shown below each set in
red. This DAG is very similar to the original example and TLM DAGs (figures 5.1 and 5.2
respectively) but with arrow directions reversed. Once again we see that for each variable we
have a corresponding adjoint variable. Operations are now Jacobian evaluations although not
all the blocks have arrows pointing towards them which makes implementing this difficult. How
this is fixed is discussed and fixed in section A.2.5.
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output space here is R this requires just a single reverse traversal! This is the optimal case for

adjoint mode AD.

In general, if we were finding a Jacobian for a function F : Rm → Rn (which would be an

m× n Jacobian matrix) then the time to compute it would scale as m · c · operations(F ) where
c is a constant [56]. So where we we have n > m a tangent linear approach is better whilst

where we have n < m (as is the case when optimising a functional where m = 1) an adjoint

approach is better.

In our alternative notation the ‘hat’ Jacobian operators are

m̂(; •) = ∂[J ◦ f ◦ (h, k)]
∂m

∣∣∣∣
m

· • :M → R for given m ∈M, (5.3.88)

ĝ(; •) = ∂[J ◦ f ◦ (h, k)]
∂g

∣∣∣∣
u,g

· • : G→ R for given u ∈ U, g ∈ G, (5.3.89)

û(; •) = ∂[J ◦ f ◦ (h, k)]
∂u

∣∣∣∣
u,g

· • : U → R for given u ∈ U, g ∈ G, (5.3.90)

v̂(; •) = ∂[J ◦ f ◦ (h, k)]
∂v

∣∣∣∣
v

· • : V → R for given v ∈ V, (5.3.91)

ĵ(; •) = ∂[J ◦ f ◦ (h, k)]
∂j

∣∣∣∣
j

· • = I(; •) : R→ R for given j ∈ R (5.3.92)

Noting which downstream operators our variables are sensitive to gives us

ĝ(; •) = ∂[J ◦ f ◦ (h, k)]
∂g

∣∣∣∣
u,g

· • = ∂[J ◦ f ]
∂g

∣∣∣∣
u,g

· •, (5.3.93)

û(; •) = ∂[J ◦ f ◦ (h, k)]
∂u

∣∣∣∣
u,g

· • = ∂[J ◦ f ]
∂u

∣∣∣∣
u,g

· •, (5.3.94)

v̂(; •) = ∂[J ◦ f ◦ (h, k)]
∂v

∣∣∣∣
v

· • = ∂J

∂v

∣∣∣∣
v

· •. (5.3.95)

(5.3.96)

We now see that

v̂(; v′) =
∂J

∂v

∣∣∣∣
v

· v′

= ĵ · ∂J
∂v

∣∣∣∣
v

· v′
(5.3.97)
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then apply the chain rule to find

û(;u′) =
∂[J ◦ f ]
∂u

∣∣∣∣
u,g

· u′

=
dJ

dv

∣∣∣∣
v=f |u,g

· ∂f
∂u
|u,g · u′

= v̂|v=f |u,g ·
∂f

∂u
|u,g · u′,

(5.3.98)

ĝ(; g′) =
∂[J ◦ f ]
∂g

∣∣∣∣
u,g

· g′

=
dJ

dv

∣∣∣∣
v=f |u,g

· ∂f
∂g
|u,g · g′

= v̂|v=f |u,g ·
∂f

∂g
|u,g · g′,

(5.3.99)

and

m̂(;m′) =
∂[J ◦ f ◦ (h, k)]

∂m

∣∣∣∣
m

·m′

=
dJ

dv

∣∣∣∣
v=f |u,g

· d[f ◦ (h, k)]
dm

∣∣∣∣
m

·m′

= v̂|v=f |u,g ·
(
∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· dh
dm
|m ·m′ +

∂f

∂g

∣∣∣∣
u=h|m,g=k|m

· dk
dm

∣∣∣∣
m

·m′

)

= û|u=h|m,g=k|m ·
dh

dm

∣∣∣∣
m

·m′ + ĝ|u=h|m,g=k|m ·
dk

dm

∣∣∣∣
m

·m′.

(5.3.100)

The intermediate Jacobians evaluated at given points are

dJ

dv

∣∣∣∣
v

· • : V → R for given v ∈ V, (5.3.101)

∂f

∂u

∣∣∣∣
u,g

· • : U → V for given u ∈ U, g ∈ G, (5.3.102)

∂f

∂g

∣∣∣∣
u,g

· • : G→ V for given u ∈ U, g ∈ G, (5.3.103)

dh

dm

∣∣∣∣
m

· • :M → U for given m ∈M, (5.3.104)

dk

dm

∣∣∣∣
m

· • :M → G for given m ∈M. (5.3.105)
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The adjoints of the intermediate Jacobians evaluated at given points are

dJ

dv

∣∣∣∣∗
v

· • : R∗ → V ∗ for given v ∈ V, (5.3.106)

∂f

∂u

∣∣∣∣∗
u,g

· • : V ∗ → U∗ for given u ∈ U, g ∈ G, (5.3.107)

∂f

∂g

∣∣∣∣∗
u,g

· • : V ∗ → G∗ for given u ∈ U, g ∈ G, (5.3.108)

dh

dm

∣∣∣∣∗
m

· • : U∗ →M∗ for given m ∈M, (5.3.109)

dk

dm

∣∣∣∣∗
m

· • : G∗ →M∗ for given m ∈M. (5.3.110)

The adjoints of our ‘hat’ operators are

ĵ∗(; •) = I∗(; •) = I(; •) : R∗ → R∗ ∀ j ∈ R (5.3.111)

v̂∗(; •) = ∂J

∂v

∣∣∣∣∗
v

· ĵ∗(; •) : R∗ → V ∗ for given v ∈ V, (5.3.112)

û∗(; •) = ∂f

∂u

∣∣∣∣∗
u,g

· v̂|∗v=f |u,g(; •) : R∗ → U∗ for given u ∈ U, g ∈ G, (5.3.113)

ĝ∗(; •) = ∂f

∂g

∣∣∣∣∗
u,g

· v̂|∗v=f |u,g(; •) : R∗ → G∗ for given u ∈ U, g ∈ G, (5.3.114)

m̂∗(; •) = dh

dm

∣∣∣∣∗
m

· û|∗u=h|m,g=k|m(; •) +
dk

dm

∣∣∣∣∗
m

· ĝ|∗u=h|m,g=k|m(; •) : R∗ →M∗ for given m ∈M,

(5.3.115)

we get the full Jacobian for example by

[m̂∗(; j′∗ = 1)]
∗ · • = d[J ◦ f ◦ (h, k)]

dm

∣∣∣∣
m

· • (5.3.116)

and the intermediate covectors adjoint variables for downstream-most seed covector j̄∗ (which
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we use to calculate the full Jacobian) are

j̄∗ = I(; j̄) ∈ R∗ (5.3.117)

v̄∗ =
∂J

∂v

∣∣∣∣∗
v

· j̄∗ ∈ V ∗ for given v ∈ V, (5.3.118)

ū∗ =
∂f

∂u

∣∣∣∣∗
u,g

· v̄∗ ∈ U∗ for given u ∈ U, g ∈ G, (5.3.119)

ḡ∗ =
∂f

∂g

∣∣∣∣∗
u,g

· v̄∗ ∈ G∗ for given u ∈ U, g ∈ G, (5.3.120)

m̄∗ =
dh

dm

∣∣∣∣∗
m

· ū∗ + dk

dm

∣∣∣∣∗
m

· ḡ∗ (= m̂∗(; j̄∗)) ∈M∗ for given m ∈M. (5.3.121)

5.3.3 Higher Derivatives

Gradient descent algorithms, which find function minima by moving in the direction of steepest

gradient, are a key motivating factor for the development of AD. The standard gradient descent

method for a function f with a single parameter x ∈ R is found by iteratively evaluating

xk+1 = xk − α
df

dx

∣∣∣∣
xk

(5.3.122)

with f until

f(xk+1) ≈ f(xk) (5.3.123)

for some sufficiently small α. Gradient descent suffers from difficulty in finding an appropriately

small α (though methods exist for finding a step-specific αk - see section 1.5.1 of Schwedes et

al. [29]) and the direction of steepest gradient not necessarily pointing directly towards the

minimum at each step. The latter can cause a ‘zig-zagging’ within the solution space which

increases the number of steps needed to find the minimum.

Having access to a second derivatives of the function we wish to minimise, assuming the

function is twice differentiable, gives access to many more optimisation algorithms which can

be much more computationally efficient (i.e. take less time). The simplest example is to apply

Newton’s method to find where the first derivative of f is zero. This is done by iteratively

evaluating

xk+1 = xk − h (5.3.124)

where

h =

[
d2f

dx2

∣∣∣∣
xk

]−1
df

dx

∣∣∣∣
xk

(5.3.125)

is the so-called ‘Newton direction’. This is derived by taking the Taylor expansion approxima-

tion of f

f(xk +∆x) ≈ f(xk) +
df

dx

∣∣∣∣
x

∆x+
1

2!

d2f

dx2

∣∣∣∣
x

∆x2 (5.3.126)
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where ∆x = xk+1 − xk and setting it’s first derivative with respect to ∆x equal to zero. If we

have a quadratic function then this becomes an exact equality and we converge in a single step.

Note that the above expression is for x, f(x) ∈ R: in the general case the expression is more

complicated, for example finding an equivalent to ∆x2. Where we cannot or do not wish to cal-

culate the second derivative, there exist various quasi-Newton methods which approximate the

second derivative such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method (see section

1.5.4 of Schwedes et al. [29]).

Equivalents to both gradient descent and Newton’s method exist for functions in vector

function spaces and therefore multivariate functions. For examples see section 1.5 of Schwedes

et al. [29]. Note that in general the Newton direction h is found by solving
[
d2f
dx2

∣∣
xk

]−1

h = df
dx

∣∣
xk

rather than computing an operator inverse which is generally computationally expensive.

The general mixed second derivative for a function

f : U ×G→ V i.e. f(u, g) ∈ V ∀u ∈ U, g ∈ G, (5.3.127)

which we assume can be multiply differentiated, is

∂
[
∂fu
]
g
: U ×G× U︸︷︷︸

linear

× G︸︷︷︸
linear

→ V i.e. ∂
[
∂fu
]
g
(u, g;u′, g′) ∈ V ∀u, u′ ∈ U, g, g′ ∈ G

(5.3.128)

:=
∂2f

∂u ∂g

∣∣∣∣
u,g

· u′ · g′. (5.3.129)

For a given u and g but unknown u′ and g′ this is a linear operator of two variables (i.e. a rank

3 tensor).

Two partial derivatives with respect to the same variable (assuming our function is twice

appropriately differentiable) is the operator

∂
[
∂fu
]
u
: U ×G× U︸︷︷︸

linear

× U︸︷︷︸
linear

→ V i.e. ∂
[
∂fu
]
u
(u, g;u′, u′′) ∈ V ∀u, u′, u′′ ∈ U, g ∈ G

(5.3.130)

:=
∂2f

∂u2

∣∣∣∣
u,g

· u′ · u′′ (5.3.131)

which is usually referred to as the Hessian of f with respect to u. Note that, as with the Jaco-

bian, this should not be confused with the ‘Hessian Matrix’ which is once again the expansion

of generalised Hessian in a particular finite dimensional basis.

We can find higher derivatives by applying tangent linear (forward) and adjoint (reverse)

modes more than once giving schemes such as forward-over-forward, reverse-over-reverse,

reverse-over-forward and forward-over-reverse for finding second derivatives. The naming

scheme goes ”second-over-first” which correspond to the order in which the schemes are
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applied. A note on naming: Forward-over-forward is the second order tangent linear mode

which can be calculated alongside each step in the original calculation whilst the other three

are second order adjoint modes which require the creation of tapes. This naming can be

extended to give schemes like ”forward-over-reverse-over-forward” for finding a third

derivative. As with various topics in AD these schemes seem to have been discovered multiple

times in different fields, for reverse-over-forward see for example the mathematics outlined by

Christianson [57] in numerical analysis and Pearlmutter [58] in neural networks.

Without supplied directions a second derivative can be thought of as a Jacobian of a Jaco-

bian. With finite computing resources and discretised vector spaces, these are typically very

large data structures which are not desirable to store. Thankfully we can use AD’s inherent

property of performing Jacobian-vector and adjoint-Jacobian-vector products to our advantage.

Forward-over-forward requires two TLM seed vectors and produces a second-derivative-vector-

vector product (e.g. a Hessian-vector-vector product) such as

∂
[
∂fu
]
g
(u, g;u′, g′) (5.3.132)

Forward-over-reverse and reverse-over-forward both produce a second-derivative-vector product

operator (e.g. a Hessian-vector product) such as

∂
[
∂fu(u, g;u

′)
]
u
(u, g; •) =∂

[
∂fu
]
u
(u, g;u′, •) (5.3.133)

:=
∂2f

∂u2

∣∣∣∣
u,g

· u′ · • : U → V for given u, u′ ∈ U, g ∈ G (5.3.134)

without ever having to store any complete Jacobians of Jacobians. Reverse-over-reverse is rarely

used.

We take forward-over-reverse as our example with regards to our function f : this can be

thought of as

1. taping the entire process finding the Jacobian operator dfu or dfg (depending on which

second derivative we want) via the adjoint mode:

(a) that includes taping the calculation of f for given u and g and

(b) playing the tape in reverse, seeded with as many basis vectors as needed to calculate

the Jacobian operator.

2. Then performing TLM AD on the long tape which we replay forward, seeding it with the

vector u′ or g′ (depending on which first derivative we want).

(a) Since the beginning of this tape is the calculation of f this calculates the initial

∂fu(u, g;u
′) or ∂fg(u, g; g

′) needed (see equation 5.3.133) whilst

(b) at the adjoint mode section of the long tape the second derivative is found by travers-

ing the shorter tape of f in the reverse/adjoint/upstream direction.
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In practice forward-over-reverse is rarely implemented like this where one takes tapes of tapes.

Instead books such as chapter 3 of Naumann [51] provide recipes for calculating higher deriva-

tives: forward-over-reverse is described by equation 3.8. The mathematics of this is covered in

more detail in sections 5.4.3 and 5.5.2.

5.4 Dolfin-Adjoint and Pyadjoint

Dolfin-adjoint [59] was a tool for solving PDE constrained optimisation problems using the

FEniCS system [17] via the adjoint method, a generalised term for the adjoint mode of AD.4

These are problems of the form ‘given some PDE, solve an optimisation problem for a function

involving the PDE solution’, similar to the example given in the introduction to AD. Dolfin-

adjoint limited itself to functions which map to R (functionals).

Much could be written about how to go about solving such problems, including the trans-

formation of the given unconstrained problem to a constrained one, and the creation of tangent

linear and adjoint systems from the original PDE discretisation. Such a discussion is lengthy

and not important for the discussion here but is very interesting. For that, attention is drawn

to the wide ranging briefing paper by Schwedes et al. [29], the original dolfin-adjoint paper

Farrell et al. [59], and the dolfin-adjoint documentation5.

In 2018 dolfin-adjoint was rewritten in Python as pyadjoint [46].6,7 Pyadjoint can be con-

sidered an operator overloaded AD tool, as described in Naumann [51] and in Sect. 5.3, for the

Python language. In pyadjoint, fundamental operations to be differentiated are referred to as

blocks with the process of creating a block (i.e. overloading the operation) being annotation.

Types are augmented such that they can store an operation’s intermediate input vectors and

TLM vectors, or intermediate output vectors and adjoint mode covectors, by encapsulating

them in a new ‘block variable’ type. Each block variable is able to encapsulate, in a single

object, each of (a) an input/output variable, (b) if calculated, a TLM variable and (c) if calcu-

lated, an adjoint variable. These correspond to the linked variables in figure 5.1 with associated

equations 5.3.5 to 5.3.8 (see figure 5.4)

On top of pyadjoint sit compatibility layers which provide support for the UFL domain

specific language and Firedrake. The latter is known as firedrake.adjoint. In

firedrake.adjoint blocks are provided to annotate high level operations such as solving a

PDE and, as implemented here, interpolating from one finite element function space to

another. A similar layer exists for FEniCS but is no longer maintained.

4The name dolfin-adjoint refers to the dolfin finite element library, which was historically part of the FEniCS
system.

5Available at https://www.dolfin-adjoint.org/en/latest/documentation/maths/
6One can read about the motivation behind the development of pyadjoint in Sebastian Mi-

tusch’s MSc thesis, which is available at https://www.duo.uio.no/bitstream/handle/10852/63505/

SebastianMitusch-thesis.pdf.
7Note: in literature, pyadjoint is often referred to as dolfin-adjoint/pyadjoint.
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𝑓𝑣

𝑢

𝑢$∗

𝑣̅∗

𝑢̇

𝑣̇

𝑔

𝑔̅∗

𝑔̇

Figure 5.4: A close up of the DAG in figure 5.1 with the adjoint variables now changed to the
corresponding covectors (pyadjoint uses method (2) in section 5.3.2). A block annotates the
function f . Block variables contain each of (a) an input/output variable, (b) if calculated, a
TLM variable (dotted) and (c) if calculated, an adjoint covector variable (barred and starred).

firedrake.adjoint is able to do this by finding the analytic expression for the necessary

TLM and adjoint mode derivatives: since all our calculations are written in the near mathe-

matical notation of UFL, which symbolically describes both the PDE and its discretisation, the

derivative of these expressions can be found by applying the rules of differentiation to them.

For a PDE in the adjoint mode this is known as finding the so-called continuous adjoint. Then,

since we retain the information about the discretisation (symbolically in UFL and concretely

in Firedrake), we can easily generate the code for the discretised derivative (in adjoint mode

the discrete adjoint). This can be thought of as an AD approach which operates at the highest

possible level of abstraction, thus avoiding most of the pitfalls found in other AD tools [60].8

The ability to easily generate discrete adjoints for PDE solves was a key part of the original

success of dolfin-adjoint[59], alongside being able to parallelise their solution, prior to its rewrite

as pyadjoint. Before this one would have to analytically find the continuous adjoint for a finite

element model, rediscretise it and re-code it up.

One of AD’s raisons d’être is that it avoids both the need to find a continuous solution and

that it avoids so-called ‘expression swell’ where the number of terms in the derivative becomes

very large [50]. This is true here, though it should be noted that PDE discretisations with

multiple time steps can have very long tapes.

8Perhaps the only pitfall Hückelheim et al. [60] describe which remains applicable to our approach is the
use of iterative methods for solving PDEs (section 3.4). In principal this causes inaccurate derivatives to be
calculated. It is also, of course, worth remembering that we are not solving the exact mathematical problems
we describe but rather our chosen numerical approximation of it.
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5.4.1 Discretisation and the Impact on Covectors and Adjoints

In the finite element method, forward9 block variables (such as u and u̇) are vectors or covec-

tors10 in a Hilbert space which are represented as coefficients of basis functions or cofunctions.

How many basis functions or cofunctions we have, and what these are, is the ‘discretisation’

of our problem. As mentioned previously, the specific discretisation depends on the mesh and

choice of function space. In Firedrake and FEniCS specific instances of these variables are

stored as the coefficients of the basis functions: in Firedrake this is stored in the Function or

Cofunction class. For the rest of this discussion, forward block variables will only be consid-

ered as primal functions, but this is purely for clarity of the exposition as opposed to being a

limitation of the software.

In section 1.4, we demonstrated that covectors to vectors in finite element function spaces

can be represented as the transpose of the coefficients vector u multiplied by the appropriate

inner product matrix

u∗1j =

dim(U)∑
i

u1iM
U
ij . (5.4.1)

(equation 1.4.39) which gives us a discrete way of storing covectors as row vectors, with the

jth entry of the row vector being the coefficient for the jth dual basis function (see Sect. 2.3).

At the time of writing, firedrake.adjoint makes use of Function for storing vectors and the

new Cofunction type for storing covectors.11

Returning to section 1.4 again, we also showed the action of a covector is

u∗(; •) =
dim(U)∑

ij

u1iM
U
ij · [•]j (5.4.2)

in equation 1.4.38 whereMU is some inner product matrix for the finite element function space

U . This is useful for working out exactly what our adjoint operations are. Consider a linear

operator between finite element function spaces

B : U →M. (5.4.3)

We saw from the definition of B∗ (equation 5.3.65) that it is equivalent to

B∗(;u∗)(;m′) = u∗(;B(;m′)) ∀u∗ ∈ U∗ for given m′ ∈M (5.4.4)

9The distinction between forward and reverse block variables is outlined in section A.2.5.
10The output of assembling a 1-linear form is a covector as discussed in Sect. 2.3.
11Prior to the addition of dual spaces to UFL (chapter 2), both covectors and vectors were stored in Fire-

drake as Functions: Firedrake did not have any way of knowing if the data stored represented a vector or
a covector. firedrake.adjoint got around this by treating Firedrake Functions as vectors and covectors
as (confusingly) dolfin vectors which is the type one gets when assembling a 1-linear form in dolfin, the
codebase of FEniCS[17] with which Firedrake maintains some compatibility.

111



(equation 5.3.66 for B) i.e. the application of u∗ to B after its application to m′. Members of

U and M can be represented as vectors of weight coefficients, so B must be representable by a

matrix Bij.

B∗(;u∗)(;m′) =

dim(V )∑
l

dim(U)∑
j

u∗1jBjlm
′
l (5.4.5)

where, from Eq. 5.4.2

u∗1j =

dim(U)∑
i

u1iM
U
ij . (5.4.6)

This is a row-vector/matrix/vector product so

B∗(;u∗)(; •) = u∗ ·B · • (5.4.7)

as is the case with linear operators between Euclidean vector spaces. The key, then, is to make

sure our covectors are correctly represented with an appropriate inner product matrix to use

adjoint mode AD.

We can see now why using the definition of the adjoint as B∗, rather than B† is sensible: were

B our Jacobian we don’t need to transform it, just have the covector act on it. Furthermore, we

don’t have an obvious way of finding what B† is without appealing to the Riesz representation

theorem which would need us to transform our vectors to covectors and do the above calculation

anyway.

5.4.2 Tangent Linear Model and Adjoint Action

We assume at this point that we already have a DAG for all our operations, and therefore

know the TLM DAG (the same as that for the operation we are annotating) and Adjoint DAG

(which goes in the opposite direction). Pyadjoint has a core Block class which we subclass for

each operation we wish to annotate. This class implements two fundamental operations which

allow for tangent linear and adjoint mode operation. The first is Tangent Linear Model action

or ‘TLM action’ and the second is Adjoint action.

The TLM action for a block, calculated by an evaluate_tlm method, performs Jacobian-

vector products using the relevant upstream TLM variables given by the TLM DAG (see equa-

tions 5.3.31 to 5.3.35. It retrieves the relevant TLM variables, sums them up, then attaches

the output(s) to the block variable containing the function output(s). So for the block which

annotates f we do

v̇ = ∂fu(u = h|m, g = k|m; u̇) + ∂fg(u = h|m, g = k|m; ġ) (5.4.8)

:=
∂f

∂u

∣∣∣∣
u=h|m,g=k|m

· u̇+ ∂f

∂g

∣∣∣∣
u=h|m,g=k|m

· ġ. (5.4.9)
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where v̇ is the single new output TLM variable which is attached to the block variable for v

(the output of f), whilst u̇ and ġ are the upstream TLM variables. These calculations have

to be implemented by us for a given block subclass in an evaluate_tlm_component method.

The evaluate_tlm method is predefined to be the same for all blocks and takes care of the

rare case where we have multiple block outputs: it inspects the DAG then loops through block

outputs calling evaluate_tlm_component for each.

The adjoint action, calculated by an evaluate_adjoint method, performs the application

of each block’s adjoint of its Jacobian to the incoming downstream covector and adds the output

to an appropriate upstream covector. For more on this see section A.2.5.

As with the TLM action, the evaluate_adjoint method is predefined to be the same for

all blocks. For a block which annotates f there will be two operations to perform given a

downstream covector v̄∗:

ū∗ = ∂f ∗
u(u, g; v̄

∗) ∈ U∗ for given u ∈ U, g ∈ G (5.4.10)

(equation 5.3.85) and

ḡ∗ = ∂f ∗
g (u, g; v̄

∗) ∈ G∗ for given u ∈ U, g ∈ G (5.4.11)

(equation 5.3.86) each of which is done in an evaluate_adj_component method which we

implement ourselves for a given block subclass. These then act as inputs to the h and k blocks

whose evaluate_adjoint method calculates our final m̄∗ (via equation 5.3.86).

Further discussion of the mathematics of the tape, forward and adjoint mode in pyadjoint

and AD in general can be found in appendix Sect. A.2.5, ‘Adjoint Mode Subtlety’.

5.4.3 Hessian Action

In pyadjoint the term Hessian is used to refer to any second derivative (i.e. Jacobian of a

Jacobian) including the mixed case given in equation 5.3.128. Pyadjoint contains an imple-

mentation of equation 3.8 in Naumann [51] which describes how forward-over-reverse mode

accumulates Hessian-vector products in the reverse/adjoint/upstream direction relative to our

original calculation. Here we will describe the process that the compute_hessian function,

found in pyadjoint’s driver.py file, uses to calculate a Hessian-vector product.

One must first perform an adjoint mode calculation on a tape with a seed of 1 to get a Ja-

cobian operator with respect to a control variable: this gives the second (outermost) derivative

of our Hessian. Unfortunately compute_hessian does not document this requirement and will

crash if it has not been done. Rather than taping the calculation of the adjoint, the adjoint-

mode calculation merely serves to populate the reverse block variables with adjoint covectors:

as we will see, these are needed to calculate each block’s Hessian-vector products alongside

the forward block variables from what was originally taped. Next a TLM seed vector for the
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first (innermost) derivative, which is an argument to compute_hessian, is supplied: we run

a TLM calculation on the tape, which we have retrieved from the adjoint mode calculation,

using the seed vector to populate the forward TLM variables which we also require. We lastly

run backwards through the tape (in the reverse/adjoint/upstream direction) calculating the

so-called Hessian Action in each block’s evaluate_hessian method.

Returning to the example of equations 5.3.5 to 5.3.8 linked by the intermediate variables

shown in equations 5.3.9 to 5.3.12 (see figure 5.1) we typically aim to find the operator

d
[
d[J ◦ f ◦ (h, k)]m

]
m
(m; ṁ, •) :M → R for given m, ṁ ∈M (5.4.12)

:=
d2[J ◦ f ◦ (h, k)]

dm2

∣∣∣∣
m

· ṁ · • (5.4.13)

(5.4.14)

where ṁ ∈M is the TLM seed vector.

The Hessian action is the calculation of the product of a block’s Hessian and TLM direction

vector. At block f , the Hessian action, given a TLM direction vector u̇ ∈ U or ġ ∈ G, calculates
any of

∂
[
∂[J ◦ f ]u

]
u
(u, g;u′ = u̇, •) : U → X for given u, u̇ ∈ U, g ∈ G (5.4.15)

:=
∂2[J ◦ f ]
∂u2

∣∣∣∣
u,g

· u̇ · •, (5.4.16)

∂
[
∂[J ◦ f ]g

]
g
(u, g; g′ = ġ, •) : G→ X for given u ∈ U, g, ġ ∈ G (5.4.17)

:=
∂2[J ◦ f ]
∂g2

∣∣∣∣
u,g

· ġ · •, (5.4.18)

∂
[
∂[J ◦ f ]u

]
g
(u, g;u′ = u̇, •) : G→ X for given u, u̇ ∈ U, g ∈ G (5.4.19)

:=
∂2[J ◦ f ]
∂g ∂u

∣∣∣∣
u,g

· u̇ · •, (5.4.20)

and

∂
[
∂[J ◦ f ]g

]
u
(u, g; g′ = ġ, •) : U → X for given u ∈ U, g, ġ ∈ G (5.4.21)

:=
∂2[J ◦ f ]
∂u ∂g

∣∣∣∣
u,g

· ġ · • (5.4.22)

depending on which TLM direction vector we supply and which terms are necessary for the

upstream Hessian calculation.

The Hessian action works almost identically to the adjoint action (which makes sense given
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we are going in the reverse/adjoint direction). As with the adjoint action the f block receives

downstream calculations of the Hessian action operators, in this case a single Hessian action

on J given a TLM direction vector v̇

∂
[
∂Jv
]
v
(v; v′ = v̇, •) : V → R for given v, v′ = v̇ ∈ V (5.4.23)

:=
∂2J

∂v2

∣∣∣∣
v

· v̇ · •. (5.4.24)

We decompose our Hessian action using the chain rule (which we will do later for the in-

terpolate block) and see that, in general, we can use this Hessian action input operator, the

adjoint action input covector (for blocks which annotate nonlinear functions) and the saved tan-

gent linear mode vectors to calculate this block’s Hessian action. Once again each block has an

evaluate_hessian_component method which we define ourselves in a block subclass that takes

a necessary subset of these inputs. We then sum the outputs of evaluate_hessian_component

as necessary in the block’s evaluate_hessian method to create Hessian action input operators

for our upstream blocks.

5.5 Differentiating Dual Evaluation: Interpolate Block

Annotation

Note that the following is adapted from the documentation, written by the author, for the

InterpolateBlock API in firedrake.adjoint.

We consider an interpolate block as f with forward model input u ∈ U and output v ∈ V
(there can, in principal, be any number of inputs or tensor valued output but we stick to the

single variable case for clarity):

f : U → V i.e. f(u) ∈ V ∀u ∈ U. (5.5.1)

We henceforth consider all function spaces to be finite dimensional (i.e. discretised) unless

stated otherwise. Here we have

dim(U) = m (5.5.2)

dim(V ) = n (5.5.3)

The interpolate block f encompasses both the dual evaluation interpolation operator I,
which is linear in its arguments, and evaluation of some expression ‘expr’, which may not be
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linear in its arguments (for example if expr(u) = u2).This can be considered as follows:

f = I ◦ expr : U → V i.e. f(u) = I(; expr(u)) ∈ V ∀u ∈ U, (5.5.4)

I : X → V i.e. I(;x) ∈ V ∀x ∈ X, (5.5.5)

expr : U → X i.e. expr(u) ∈ X ∀u ∈ U. (5.5.6)

Note that we once again adopt the notation of linear arguments following a semicolon ‘;’. X

is any space to which dual-evaluation interpolation can be validly applied (see Sect. 3.2). We

never explicitly see X, though we know that expr must represent some function of U that

produces values which can be dual evaluated by I.

𝑥

𝑢

∈ 𝑋

𝑣

∈ 𝑉

𝑔

∈ 𝐺

expr

∈ 𝑈𝑓

Figure 5.5: The f block can be decomposed into a linear dual evaluation interpolation operation
I applied to an expression evaluation expr.

The interpolate block is implemented in pyadjoint as a subclass of the Block class named

InterpolateBlock. Prior to this work, the InterpolateBlock already existed but the non-

linearity of its arguments had not been fully considered and the Hessian Action had not been

implemented. Adding the Hessian Action turned out to be far from trivial and required a full

understanding of AD in the context of Gateaux derivatives and pyadjoint hence a chapter of

this thesis being devoted to it.

5.5.1 Tangent Linear and Adjoint Action

It is first necessary to discuss the TLM and Adjoint action operations. The Gateaux derivative

of the linear operator I in a direction x′ ∈ X is the same as I(;x′):

if I(;x) = Ax (5.5.7)

then dIx(;x, x′) = Ax′ (5.5.8)

=⇒ dIx′(;x|x′ , x′) = Ax′ = I(;x′) (5.5.9)

where A is some linear operation. This is the case for any linear operator. In this case A is

multiplication by the interpolation matrix. The TLM evaluate_tlm_component method for a
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single TLM variable u̇ ∈ U is therefore

v′(;u′ = u̇) = d[I ◦ expr]u(u;u′ = u̇) ∈ V for given u ∈ U (5.5.10)

= dIx(;x = expr|u, x′ = dexpru(u;u
′ = u̇)) (5.5.11)

= I
(
; dexpru(u;u

′ = u̇)
)

(5.5.12)

:= I · dexpr
du

∣∣∣∣
u

· u̇ (5.5.13)

i.e. it is the interpolation of the directional/Gateaux derivative of our expression dexpru(u;u
′ =

u̇) ∈ X into our new space V .

1 def evaluate_tlm_component(self, inputs, tlm_inputs, block_variable, idx,

2 prepared=None):

3 assert len(inputs) == len(tlm_inputs)

4 for i, input in enumerate(inputs):

5 if tlm_inputs[i] is None:

6 continue

7 dJdm += self.backend.derivative(prepared, input, tlm_inputs[i])

8 return self.backend.Interpolator(dJdm, self.V).interpolate()

Listing 8: Pyadjoint implementation of Eq. 5.5.13.

If we have multiple block inputs (as is implemented) we simply sum the interpolations of

the directional derivatives of our expression with respect to each input. The corresponding

code for this is shown in Listing 8. On the first line inputs and tlm_inputs are single entry

lists containing u and u̇ respectively whilst prepared is expr. The idx and block_variable

arguments, which relate to there being multiple outputs, are surplus to requirements here and

are not used.

Gateaux derivatives are calculated in UFL with the ufl.derivative operator. dexpr
du

∣∣∣∣
u

· u̇ is

calculated on the penultimate line: the first argument to ufl.derivative is the expression to

differentiate (prepared, i.e. expr) the second argument is what the derivative is calculated with

respect to (input, i.e. u) and the third argument is the direction (tlm_inputs[0] i.e. u̇). The

last line self.backend.Interpolator(dJdm, self.V) creates a linear interpolation operator

from the expression for this derivative, dJdm, into the function space V ; the .interpolate()

method performs the interpolation which is then returned.

The adjoint evaluate_adj_component method for a single adjoint input covector v̄∗ ∈ V ∗
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is similarly

u′∗(; •) = ∂[I ◦ expr]∗u(u; v̄∗(; •)) ∈ U∗ for given u ∈ U (5.5.14)

= v̄∗ · d[I ◦ expr]u(u; •) (5.5.15)

= v̄∗ · I
(
; dexpru(u; •)

)
(5.5.16)

:= v̄∗ · I · dexpr
du

∣∣∣∣
u

· • (5.5.17)

i.e. we (a) take the directional/Gateaux derivative of our expression, without supplying a

direction, giving us dexpru(u; •) : U → X, (b) interpolate it into X giving us I
(
; dexpru(u; •)

)
:

U → V , then (c) operate on this with the covector v̄∗. At 5.5.15 we have used the fact that

our covectors are finite dimensional which allows us to represent their action as multiplication

on the left (see equation 5.4.7).

1 def evaluate_adj_component(self, inputs, adj_inputs, block_variable, idx,

2 prepared=None):

3 if len(adj_inputs) > 1:

4 raise(NotImplementedError("Interpolate block must have a single output"))

5

6 dJdm = self.backend.derivative(prepared, inputs[idx])

7

8 # make sure we have a cofunction output

9 arg, = extract_arguments(dJdm)

10 output = self.backend.Cofunction(arg.function_space().dual())

11

12 return self.backend.Interpolator(dJdm, self.V).interpolate(

13 adj_inputs[0], output=output, transpose=True)

Listing 9: Pyadjoint implementation of Eq. 5.5.17.

The corresponding code, for annotated interpolation with a single output vector space V

and therefore single adjoint input covector v̄∗, is shown in Listing 9. On the first line

inputs and adj_inputs are single entry lists containing u and v̄∗ respectively. idx,

which tells us the index into the inputs list we are taking partial derivative for is 0.

inputs[idx].saved_output is the same as block_variable, so block_variable is

surplus to requirements here. prepared is expr. Unlike evaluate_tlm_component here

self.backend.derivative(prepared, inputs[idx]) has no direction specified so dJdm is

dexpru(u; •). On the second-to-last line self.backend.Interpolator(dJdm, self.V) again

creates a linear interpolation operator from our expression into the function space V then

.interpolate(adj_inputs[0], output=output, transpose=True) left multiplies our

interpolation operator (thanks to setting transpose=True) by the covector adj_inputs[0],

i.e. has the covector operate on the interpolation operator.

To ensure our interpolation operation outputs a ufl.Cofunction, we create one in the dual
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space U∗12 and provide it as the output of the adjoint interpolation. Before performing this

work this last step was not done: the analysis performed allowed this bug to be spotted and

corrected.13

Clearly any nonlinearity in expr ought to become manifest in both the TLM and Adjoint

actions due to them having dexpr
du

terms in them. If it is a linear operator it is a scaling factor

and if it is a nonlinear operator it is a function of u. In most cases we do not annotate nonlinear

operations and we merely deal with the scaling factor. We will go on to discuss this in the next

section.

5.5.2 Hessian Action

For Hessian actions we limit the interpolate block to having one output. The interpolate

block therefore has a single downstream adjoint mode covector and a single downstream

Hessian vector product. In these cases no summation is required and the output of

evaluate_hessian_component is our Hessian action.

For the purposes of this exposition, we limit ourselves to the non-mixed second derivative

of equation 5.4.15 with downstream Hessian action input given by 5.4.23. We deal with our

first derivative with the chain rule and our second derivative with the multivariate chain rule

∂
[
∂[J ◦ f ]u

]
u
(u, g;u′, •) = ∂

[
∂[J ◦ f ]u(u, g;u′)

]
u
(u, g; •) (5.5.18)

= ∂
[
dJv[v = f |u,g; v′ = ∂fu(u, g;u

′)]u
]
u
(u, g; •) (5.5.19)

= ∂[dJv]v
(
v = f |u,g; v′ = ∂fu(u, g;u

′), v′′ = ∂fu(u, g; •)
)

+ ∂[dJv]
′
v

(
v = f |u,g; v′ = ∂fu(u, g;u

′), v′′ = ∂[∂fu(u, g;u
′)]u(u, g; •)

)
.

(5.5.20)

In our second term we take the derivative of dJv with respect to the linear argument v′ which,

as in the case of the derivative of the interpolation operator (see equation 5.5.9), gives us dJv

applied to the second derivative direction vector v′′:

∂
[
∂[J ◦ f ]u

]
u
(u, g;u′, •) = ∂[dJv]v

(
v = f |u,g; v′ = ∂fu(u, g;u

′), v′′ = ∂fu(u, g; •)
)

+ dJv
(
v = f |u,g; v′′ = ∂[∂fu]u(u, g;u

′, •)
)
. (5.5.21)

12the expression dJdm must contain a UFL Argument in U
13This was originally done by noticing that the interpolation result was still a Function so .vector() changed

it to the necessary type before returning. This has been superseded by the addition of dual spaces to UFL and
Firedrake.
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In our alternative notation this is

∂2[J ◦ f ]
∂u2

∣∣∣∣
u,g

· u′ · • = ∂

∂u

(
∂[J ◦ f ]
∂u

∣∣∣∣
u,g

· u′
)∣∣∣∣∣

u,g

· • (5.5.22)

=
∂

∂u

(
dJ

dv

∣∣∣∣
v=f |u,g

· ∂f
∂u

∣∣∣∣
u,g

· u′︸ ︷︷ ︸
=v′

)∣∣∣∣
u,g

· • (5.5.23)

=
∂2J

∂v2

∣∣∣∣
v=f |u,g

· ∂f
∂u

∣∣∣∣
u,g

· u′︸ ︷︷ ︸
=v′

· ∂f
∂u

∣∣∣∣
u,g

· •︸ ︷︷ ︸
=v′′

+
∂

∂v′

(
dJ

dv

∣∣∣∣
v=f |u,g

· v′
)∣∣∣∣∣

v′= ∂f
∂u

∣∣
u,g

·u′

· ∂
∂u

(
∂f

∂u

∣∣∣∣
u,g

· u′
)∣∣∣∣∣

u,g

· • (5.5.24)

=
∂2J

∂v2

∣∣∣∣
v=f |u,g

· ∂f
∂u

∣∣∣∣
u,g

· u′ · ∂f
∂u

∣∣∣∣
u,g

· •

+
dJ

dv

∣∣∣∣
v=f |u,g

· ∂
2f

∂u2

∣∣∣∣
u,g

· u′ · •. (5.5.25)

Sticking to our alternative notation for now, we investigate these two terms. We first note

that ∂f
∂u

∣∣
u,g
· u′ is, for some TLM variable u′ = u̇, the TLM action for the f that gives us v̇.

Therefore
∂2J

∂v2

∣∣∣∣
v=f |u,g

· ∂f
∂u

∣∣∣∣
u,g

· u̇ =
∂2J

∂v2

∣∣∣∣
v=f |u,g

· v̇ (5.5.26)

i.e. it’s the downstream Hessian action input that we are given. To get our complete first term

we therefore just need to left multiply it (i.e. have it operate on) ∂f
∂u

∣∣
u,g
· • which is achieved

by calling evaluate_adj_component with adj_inputs replaced by the downstream Hessian

action input hessian_inputs (a single entry list). Listing 10 shows this, where inputs are the

calculated values u and g.

The full Hessian action calculation is now equivalent to equation 3.8 in Naumann [51]

which describes how forward-over-reverse mode accumulates Hessian-vector products (i.e.

hessian_inputs values which propagate upstream). There ν
(2)
(1)i are the calculated entries in

the Hessian-vector product, ν(1)i is the downstream adjoint variable, ν
(2)
k in the TLM variable,

and ν
(2)
(1)j are the downstream Hessian input values.

Since we operate a forward-over-reverse scheme we have also calculated and saved the down-

stream adj_inputs which, in this case, is a single entry list containing the covector/operator

v̄∗(; •) = j̄∗
(
∂Jv(v = f |u,g; •)

)
= ∂Jv(v = f |u,g; •) = v̂(; •) (5.5.27)

:= j̄∗ · ∂J
∂v

∣∣∣∣
v=f |u,g

· • =
∂J

∂v

∣∣∣∣
v=f |u,g

· • (5.5.28)

since the forward-over-reverse scheme has us calculate the complete adjoint-mode Jacobian (i.e.
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1 def evaluate_hessian_component(self, inputs, hessian_inputs, adj_inputs,

2 block_variable, idx,

3 relevant_dependencies, prepared=None):

4

5 if len(hessian_inputs) > 1 or len(adj_inputs) > 1:

6 raise(NotImplementedError("Interpolate block must have a single output"))

7

8 component = self.evaluate_adj_component(inputs, hessian_inputs,

9 block_variable, idx, prepared)

Listing 10: Pyadjoint implementation of the first term in the sum of Eq. 5.5.21 (in alternative
notation, Eq. 5.5.25). The implementation of the second term is of the code is shown in Listing
11.

seeded with j̄∗ = 1). Note that were J = a ◦ b this would still work since the ∂J
∂v

∣∣
v=f |u,g

term

would then be ∂[a◦b]
∂v

∣∣
v=f |u,g

.

This is needed in order to calculate the second term in equation 5.5.21 which has this operate

on

∂[∂fu]u(u, g;u
′, •) = ∂[∂fu(u, g;u

′)]u(u, g; •) (5.5.29)

= ∂[∂[I ◦ expr]u(u, g;u′)]u(u, g; •) (5.5.30)

= ∂[I
(
; ∂expru(u, g;u

′)
)
]u(u, g; •) (5.5.31)

= ∂Ix
(
;x = ∂expr(u, g;u′), x′ = ∂[∂expru(u, g;u

′)]u(u, g; •)
)

(5.5.32)

= I(; ∂[∂expru(u, g;u′)]u(u, g; •)) (5.5.33)

where 5.5.31 makes use of the simplifications employed for finding the TLM action, 5.5.32 uses

the chain rule and 5.5.33 uses the simplifications for the TLM action again. I.e. we have our

covector/operator operate on the second derivative of our expression: the first derivative taken

in the u′ direction and the second left without a direction. We can calculate that explicitly,

substituting u′ with the TLM input variable u̇ for the block.

We see here that our second term is zero whenever we interpolate from linear expressions

since the second derivative of a linear expression is zero. The fact that we have nonlinear blocks

indicates the need to perform an adjoint sweep of our DAG before we do our Hessian sweep.

Returning to code then, Listing 11 shows the rest of the implementation. The

relevant_dependencies list here contain the block variable inputs u and g: when calculating

the example here of ∂
[
∂[J ◦ f ]u

]
u
(u, g;u′ = u̇, •) only the block variable (bv) for u has

a bv.tlm_value which isn’t None which corresponds to u̇. We then take the first

derivative of our expression, where bv.saved_output is u, in the u̇ direction. The

block_variable.saved_output corresponds to the variable for which we want to take our

second derivative, here u, which we do to get d2exprdudu. Next we interpolate d2exprdudu

into our new space and, as with adjoint action, left multiply by our single adjoint input
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1 def evaluate_hessian_component(self, inputs, hessian_inputs, adj_inputs,

2 block_variable, idx,

3 relevant_dependencies, prepared=None):

4 ...

5 # Prepare expression

6 expr = replace(self.expr, self._replace_map())

7

8 # Calculate first derivative for each relevant block

9 dexprdu = 0.

10 for _, bv in relevant_dependencies:

11 # Only take the derivative if there is a direction to take it in

12 if bv.tlm_value is None:

13 continue

14 dexprdu += self.backend.derivative(expr, bv.saved_output, bv.tlm_value)

15

16 # Calculate the second derivative leaving direction unspecified

17 d2exprdudu = self.backend.derivative(dexprdu, block_variable.saved_output)

18

19 # Make sure to have a cofunction output

20 output = self.backend.Cofunction(component.function_space())

21

22 # left multiply by dJ/dv (adj_inputs[0])

23 component += self.backend.Interpolator(d2exprdudu, self.V).interpolate(

24 adj_inputs[0], output=output, transpose=True

25 return component

Listing 11: Pyadjoint implementation of the second term in the sum of Eq. 5.5.21 (in alternative
notation, Eq. 5.5.25). The implementation of the first term, where component was given its
initial value, is shown in Listing 11.

covector/operator v̄∗(; •) = v̂(; •) = dJv(v = f |u,g; •). All that’s left to do is add this to our

first term. Since we limit ourselves to having single Hessian and adjoint inputs our final

operator is a covector rather than a matrix: we indicate this as before by returning a

Cofunction by setting the output argument of Interpolator.interpolate.

5.6 Summary of Contributions

In this chapter I have produced a comprehensive description of AD using Gateaux derivatives.

To my knowledge this is the first time this has been done. I have used this description to

derive, for pyadjoint, the three key annotation operators of the interpolate operation: the TLM

action, adjoint action and Hessian action. Whilst the TLM and Adjoint actions had already

been implemented, I fixed a bug in the adjoint action. The Hessian action was implemented

from scratch and required a different approach to the Hessian action found in other blocks in

Firedrake’s compatibility layer for pyadjoint firedrake.adjoint. The Hessian action is tested
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for correctness with a Taylor remainder convergence test: these are described in Sect. 8.4.

Having added the Hessian action I am able to use techniques such as Newton’s method (see

section 5.3.3) when solving PDE constrained optimisation problems that involve interpolation.

This significantly increases the speed with which these problems can be solved. An example of

this in action for assimilating point data is found in chapter 6.

123



Chapter 6

Consistent Point Data Assimilation
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This chapter adapts and reuses, without further attribution, text, results, and diagrams

from Nixon-Hill et al. [3] which were created by the author.

6.1 Introduction

Many disciplines face a common problem in the lack of observability of important fields and

quantities. Take the geosciences as an example. In groundwater hydrology, the conductivity

of an aquifer is not directly measurable at large scales; in seismology, the density of the earth;

and in glaciology, the fluidity of ice. Nevertheless, these are necessary input variables to the

mathematical models that are used to make predictions. Solving inverse problems or performing

data assimilation, described in Sect. 5.1 is therefore extremely useful.

For example, the large scale density (an immeasurable) and displacement (a measurable)

of the earth are related through the seismic wave equation (the F from Sect. 5.1). Combining

measurements of displacement or wave travel time from active or passive seismic sources can

then give clues to the density structure of the earth (an input to F ).

Here we consider assimilating point data, as defined in Sect. 4.3. These encompass any

measurements which have been performed at a location in space, at a particular time, giving

some value. Returning to the geosciences, this encompasses most of the in-situ and remote

sensing measurements one can imagine: satellite laser altimetry measurements, drifting weather

buoys relaying weather and tidal information, geophone measurements of ground velocity and

more. Derived data sets, such as the BedMachine map of Antarctic ice thickness [61] and

the MEaSUREs InSAR phase-based velocity map of Antarctica [62], may appear to be field

measurements, but they are ultimately derived from individual measurements or contain data

that are fitted to discrete points on a grid.

So, we have some model

F (u,m) = 0 (6.1.1)

where m is a set of parameters; u is our solution; and F the equation, such as a PDE, that

relates m and u. The point data to assimilate are

uiobs at Xi for i = 0, ..., Nd − 1 (6.1.2)

where Nd is the number of measurements. We aim to find parameters m (the immeasurable)

that give us a particular u which we have discrete measurements of.

The functional we wish to minimise is

J = Jmodel-data misfit + Jregularisation. (6.1.3)

The term Jregularisation did not feature in the description in Sect. 5.1. It can be thought of as a

prior guess at the properties our solution should have. Often this uses known properties of the
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physics of the model (such as some smoothness requirement) and, in general, ensures that the

problem is well posed given limited, typically noisy, measurements of the true field u.

A key question to ask here is “what metric should we use for the model-data misfit?” A

common approach, taken for example in glaciology by MacAyeal [63], Joughin, MacAyeal, and

Tulaczyk [64], Vieli et al. [65], and Shapero et al. [66], is to perform a field reconstruction: we

extrapolate from our set of observations to get an approximation of the continuous field we

aimed to measure. This reconstructed field uinterpolated is then compared with the solution field

u

Jfield
model-data misfit = ∥uinterpolated − u∥2N (6.1.4)

where ∥ · ∥N is some norm. The extrapolated reconstruction is referred to as uinterpolated since,

typically, this relies on some ‘interpolation’ regime found in a library such as SciPy [67] to find

the values between measurements. As will be shown when these methods are returned to in

Sect. 6.2, Jfield
model-data misfit is not unique since there is no unique uinterpolated field. The method

used to create uinterpolated is up to the modeller and is not always reported: there are always

only a finite number of data points, which could be concentrated in one region of the domain.

An alternative metric is to compare the point evaluations of the solution field u(Xi) with

the data uiobs

Jpoint
model-data misfit =

Nd−1∑
i=0

∥uiobs − u(Xi)∥2N . (6.1.5)

Importantly, Jpoint
model-data misfit is unique and independent of any assumptions made by the mod-

eller.

It is the difference between minimising Jfield
model-data misfit and Jpoint

model-data misfit which is

investigated here. Previously code could be generated to minimise a functional containing

Jfield
model-data misfit using Firedrake and dolfin-adjoint/pyadjoint. Indeed, due to their previously

discussed limitations, no automated code generating finite element system can be used for this

without taking a more lengthy approach such as deriving the continuous adjoint equations

and discretising them manually.

The new abstractions for point data and point evaluation introduced in this work have

changed this. As was described in Sect. 5.5, interpolation can be differentiated and, in

Firedrake, this differentiation is integrated with dolfin-adjoint/pyadjoint through

firedrake.adjoint. Since point evaluation is an interpolation operation this too is

differentiable and integrated with firedrake.adjoint.

6.1.1 Review of Data Assimilation Approaches

Only the assimilation of what one might call ‘state’ into a model has been considered here: a

snapshot of some measurement from an underlying probability distribution. Any reasonable

measurement will come with some estimate of its uncertainty, which should be included in the
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assimilation process to give uncertainties in the derived quantities.

This requires that our model itself F in some way propagates probability distributions over

time, usually represented by Probability Density Functions (PDFs). We assimilate into this the

probability distributions of our measurements. This is a Bayesian inference problem of the form

‘given prior PDFs of variables which describe the state of our model (so-called state variables,

some of which may be hidden), and PDFs of some measurements, what are the resultant PDFs

of the state variables?’

In this context, there are various approaches to data assimilation. The Kalman filter [68]

produces an estimate of resultant state variable PDFs given Gaussian PDFs for the prior state

variables and of the data. It was formulated for use on time-series data, hence it being called a

‘filter’. It is a so-called ‘optimal filter’: assuming it operates on a linear time-invariant model1

, with Gaussian PDFs, the resultant Gaussian PDF is exact.

Extensions to the Kalman filter for nonlinear systems exist [69, 70], but for systems of

multiple variables, these, and the Kalman filter, require the calculation, storage and inversion

of large covariance matrices [71]. The ensemble Kalman filter [72] is a popular approximation

of the Kalman filter, where state variable PDFs are sampled from the larger, true set of state

variable PDFs. This can be thought of as a dimension reduction to allow computational feasi-

bility, or a Monte Carlo approach to solving the Bayesian inference problem. Realistic models

are unlikely to be linear, time-invariant and involve only Gaussian PDFs: the ensemble Kalman

filter assumes none of these to be true. There are also particle filters [73, 74], which implement

sampling directly from the relevant PDFs to more directly approximate the solution to the

Bayesian inference problem.

Here, a gradient based method for data assimilation is used which is commonly referred

to as variational data assimilation. Alongside ensemble Kalman filters, variational approaches

are widely used in numerical weather prediction [75], where huge quantities of data need to be

assimilated into very large models of the earth system (see, for example, the UK Met Office

[76, 77]). The method is broadly identical to that shown here with a misfit specified which

is minimised. Since the model F involves PDFs, the functional for minimisation is then also

stated in terms of PDFs. As an example, see Sect. 2.1 of Rihan, Collier, and Roulstone [78].

6.2 Unknown conductivity Experiment

We start with the squared L2 norm for our ‘field’ model-data misfit functional

Jfield
model-data misfit =

∫
Ω

(uinterpolated − u)2dx (6.2.1)

1A time-invariant model is one which does not itself change with time: a change in a model parameter
at some time t will produce the same model output as if, all other things being equal, it were done at some
alternative time t+ T .
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and the squared Euclidean (l2) norm for the ‘point’ one

Jpoint
model-data misfit =

Nd−1∑
i=0

(uiobs − u(Xi))
2. (6.2.2)

We write the latter as

Jpoint
model-data misfit =

∫
Ωv

(uobs − IP0DG(Ωv)(u))
2dx (6.2.3)

where uobs ∈ P0DG(Ωv). Note that this is an expression for the L2 norm again: since integration

is equal to sums of point evaluations in P0DG(Ωv) (Eq. 4.3.4) l2 and L2 norm are equal.

This is applied this to the simple model

−∇ · k∇u = f (6.2.4)

for some solution field u and known forcing term f = 1 with conductivity field k under strong

(Dirichlet) boundary conditions

u = 0 on Γ (6.2.5)

where Γ is the domain boundary. Conductivity k is asserted to be positive by

k = k0e
q (6.2.6)

with k0 = 0.5.

The inverse problem is then to infer, for the known forcing field term f , the log-conductivity

field q using noisy sparse point measurements of the solution field u. This example has the

advantage of being relatively simple whilst having a control term q which is nonlinear in the

model.

To avoid considering model discretisation error, the log-conductivity field is generated as a

finite element function qtrue in the space of order 2 continuous Lagrange polynomials (P2CG)

in 2D on a 32 × 32 unit-square mesh Ω with 2048 triangular cells. The model is then solved

on the same mesh to get the solution field as another finite element function utrue ∈ P2CG(Ω).

Nd point measurements {uiobs}Nd−1
0 at coordinates {Xi}Nd−1

0 are sampled from utrue and Gaus-

sian random noise (representing the introduction of measurement uncertainty) with standard

deviation {σi}Nd−1
0 is added to each measurement.

A smoothing regularisation on the q field is used, which is weighted with a parameter α.

This helps to avoid over-fitting to the errors in uobs which are introduced by the Gaussian
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random noise. There are now two functionals to minimise

J [u, q] =

∫
Ωv

(uobs − IP0DG(Ωv)(u))
2dx︸ ︷︷ ︸

Jpoint
model-data misfit

+α2

∫
Ω

|∇q|2dx︸ ︷︷ ︸
Jregularisation

(6.2.7)

and

J ′[u, q] =

∫
Ω

(uinterpolated − u)2dx︸ ︷︷ ︸
Jfield
model-data misfit

+α2

∫
Ω

|∇q|2dx︸ ︷︷ ︸
Jregularisation

. (6.2.8)

Each available method in SciPy’s interpolation library are tested to find uinterpolated:

• unear.interpolated using scipy.interpolate.NearestNDInterpolator,

• ulin.interpolated using scipy.interpolate.LinearNDInterpolator,

• uc.t.interpolated using scipy.interpolate.CloughTocher2DInterpolator with

fill_value = 0.0 and

• ugau.interpolated using scipy.interpolate.Rbf with Gaussian radial basis function.

Note that since uinterpolated ∈ P2CG(Ω) each of 6 degrees of freedom per mesh cell has to have

a value estimated given the available uobs.

The estimated log-conductivity qest which minimise the functionals are found using gradient

decent by generating code for the adjoint of our model using dolfin-adjoint/pyadjoint then using

the Newton-CG minimiser from the scipy.optimize library. This makes use of the ability to

calculate Hessian-vector products in firedrake.adjoint, described in Sect. 5.5.2.

It is standard practice (see for example Shapero et al. [66]) to perform an l-curve analysis

[79] to identify a value of α that balances the relative weights of the model-data misfit and

regularisation terms. For fairness, this is done for both J and J ′. The l-curves were gathered

for Nd = 256 randomly chosen point measurements with the resultant plots shown in Fig. 6.1

and Fig. 6.2. For low α, Jfield
misfit stopped being minimised and solver divergences were seen due

to the problem becoming ill formed. α = 0.02 was therefore chosen for each ‘field’ method. For

consistency α = 0.02 was also used for J .

An extract of the Firedrake and dolfin-adjoint/pyadjoint code needed to minimise J is shown

in Listing 12. The Firedrake expression for J in the code is the same as the mathematics in Eq.

6.2.7 given that assemble performs integration over the necessary mesh. The last 3 lines are all

that are required to minimise our functional with respect to q, with all necessary code being gen-

erated. Note that we require a reduced functional (firedrake.adjoint.ReducedFunctional)

since the optimisation problem depends on both q and u(q): for a thorough explanation see

Sect. 1.4 of [29].
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Figure 6.1: L-curves from minimising J ′ (Eq. 6.2.8) with different methods for estimating
uinterpolated. For low α, Jfield

misfit stopped being minimised and solver divergences were seen for
ugaussianinterpolated. The problem was likely becoming overly ill formed and the characteristic ‘L’ shape
(with sharply rising Jregularisation for low α and a tail-off for large α) is therefore not seen. To
keep the problem well formed without the regularisation parameter being too big α = 0.02 is
chosen for each method.
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1 from firedrake import *

2 from firedrake.adjoint import *

3 continue_annotation()

4

5 # Import our noisy samples of the true u

6 u_obs_coords = ...

7 u_obs_vals = ...

8

9 # Solve PDE with a guess for q giving an initial u

10 ...

11

12 omega_v = VertexOnlyMesh(omega, u_obs_coords)

13 P0DG = FunctionSpace(omega_v, "DG", 0)

14 u_obs = Function(P0DG)

15

16 # safely input data (covered in another chapter)

17 P0DG_input_ordering = FunctionSpace(omega_v.input_ordering, "DG", 0)

18 u_obs_input_ordering = Function(P0DG_input_ordering)

19 u_obs_input_ordering.dat.data_wo[:] = u_obs_vals

20 u_obs.interpolate(u_obs_input_ordering)

21

22 J_misfit = assemble((u_obs - interpolate(u, P0DG))**2 * dx)

23 alpha = Constant(0.02)

24 J_regularisation = assemble(alpha**2 * inner(grad(q), grad(q)) * dx)

25 J = J_misfit + J_regularisation

26

27 q_hat = firedrake.adjoint.Control(q)

28 J_hat = firedrake.adjoint.ReducedFunctional(J, q_hat)

29 q_min = firedrake.adjoint.minimize(J_hat, method="Newton-CG")

Listing 12: Firedrake code for expressing J (Eq. 6.2.7) and dolfin-adjoint/pyadjoint code (inside
a Firedrake wrapper) for minimizing it with respect to q. The omitted PDE solve code is very
similar to that in Listing 2; for more see the code itself, archived on Zenodo at [80]. The section
where data is safely input (lines 6 and 7) is covered in chapter 7, Sect. 7.6.1.

6.2.1 Posterior consistency

It is expected that the error in our solution, when compared to the true solution, will always

decrease as the number of points assimilated increases. This has the caveat that the underlying

probability distribution that the measurements are drawn from should have unchanging variance

and the measurements themselves should be independent2. From a Bayesian point of view, this

is known as posterior consistency: under appropriate assumptions, in a well-posed Bayesian

inverse problem the posterior distribution should concentrate around the true values of the

estimated quantity [81]. The regularisation one chooses and the weighting it is given encodes

2there exists a generalisation of posterior consistency to certain kinds of correlated measurement errors which
is not relevant here
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Figure 6.2: L-curve for minimising J (Eq. 6.2.7). The characteristic ‘L’ shape is seen and
α = 0.02 is seen to be close to the turning point and is therefore chosen for consistency with
the other L-curves (Fig. 6.1).

information about the assumed prior probability distribution of q before one starts assimilating

data (adding observations).

Take, for example, the regularisation used in this problem

α2

∫
Ω

|∇q|2dx. (6.2.9)

This asserts a prior that the solution q which minimises J and J ′ should be smooth and gives

a weighting α to the assertion. If we have posterior consistency, the contribution of increasing

numbers of measurements uobs should increase the weighting of our data relative to our prior

and qest should converge towards the true solution qtrue. It is clear that this ought to happen

for J , the point evaluation approach, since increasing Nd increases the number of terms in the

model-data misfit sum (i.e. the integral over Ωv gets bigger: see the equivalency of Eq. 6.2.3

and Eq. 6.2.2). There is no such mechanism for J ′, the field reconstruction approaches, since

adding more data merely ought to cause uinterpolated to approach utrue without increasing the

relative magnitude of the misfit term.

Figure 6.3 demonstrates that the problem formulated with J , the point evaluation approach,

both demonstrates posterior consistency and produces a qest which is closer to qtrue for all but

the lowest Nd when compared to our formulations with J ′.3 The point evaluation approach

therefore gives us consistent point data assimilation when compared to the particular field

reconstruction approach we test: it results in posterior consistency and is therefore consistent

3It should be noted that α has not been optimised for minimising J so it is not unreasonable to assume that
the prior is dominating the solution for low Nd.
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with Bayes’ Theorem.

It is possible, were an l-curve analysis repeated for each Nd, that errors in our field recon-

struction approach could be reduced. The lack of convergence would not change due to there

being no mechanism for growing the misfit term with number of measurements.

Example calculated fields are shown in Fig. 6.4 and Fig. 6.5. These demonstrate that the

choice of interpolation method changes the field reconstruction.

One could attempt to enforce posterior consistency on the field reconstruction approach

(minimising J ′) by introducing a term in the model-data misfit which increases with the number

of measurements. When attempting to enforce posterior consistency we would also need to

ensure that our field reconstruction method approaches the true field as more measurement

are performed. There is no obvious way to do this which is universally applicable, particularly

since measurements are always subject to noise.
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Figure 6.3: Error change as number of points Nd is increased for minimising J (uinterpolated
and qest method ‘point’ - see Eq. 6.2.7) and J ′ (the other lines - see Eq. 6.2.8) with different
methods for estimating uinterpolated where α = 0.02 throughout (see main text for justification).
The l-curves for α = 0.02 with Nd = 256 are shown in Fig. 6.1 and Fig. 6.2. Not all methods
allowed uinterpolated to be reconstructed either due to there being too few point measurements
or the interpolator requiring more system memory than was available.

6.3 Data Assimilation in Ice Shelf and Ice Sheet Litera-

ture

Given the apparent superiority of point evaluation misfit functionals, one is left to wonder

why they are not used more widely aside from limitations in software. In particular, field
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Figure 6.4: Summary plot of fields for Nd = 256. Rows correspond to method used where
column 1 is the necessary u, column 2 is the corresponding q at the optimum solution, and
column 3 is the error. Row 1 shows the true u and q. Row 2 has us minimising J (Eq. 6.2.7)
whilst rows 3-6 have us minimising J ′ (Eq. 6.2.8). The regularisation parameter α = 0.02
throughout. The field we get after minimising J , qpointest , manages to reproduce some features
of qtrue. For minimising J ′ the solutions fail to reproduce any features of qtrue and the error is
therefore higher. Each of the uinterpolated fields are also visibly different from one another. For
comparison see Fig. 6.5.

134



0.0 0.5 1.0
0.0

0.5

1.0

y

utrue

0.0 0.5 1.0
0.0

0.5

1.0
qtrue

0.0 0.5 1.0
0.0

0.5

1.0

y

uobs

0.0 0.5 1.0
0.0

0.5

1.0
qpoint

est

0.0 0.5 1.0
0.0

0.5

1.0

L2 Norm
0.37

qpoint
est qtrue

0.0 0.5 1.0
0.0

0.5

1.0

y

unear.
interpolated

0.0 0.5 1.0
0.0

0.5

1.0
qnear.

est

0.0 0.5 1.0
0.0

0.5

1.0

L2 Norm
1.67

qnear.
est qtrue

0.0 0.5 1.0
0.0

0.5

1.0

y

ulin.
interpolated

0.0 0.5 1.0
0.0

0.5

1.0
qlin.

est

0.0 0.5 1.0
0.0

0.5

1.0

L2 Norm
1.66

qlin.
est qtrue

0.0 0.5 1.0
0.0

0.5

1.0

y

uc. t.
interpolated

0.0 0.5 1.0
0.0

0.5

1.0
qc. t.

est

0.0 0.5 1.0
0.0

0.5

1.0

L2 Norm
1.66

qc. t.
est qtrue

0.0 0.5 1.0
x

0.0

0.5

1.0

y

ugau.
interpolated

0.0 0.5 1.0
x

0.0

0.5

1.0
qgau.

est

0.0 0.5 1.0
x

0.0

0.5

1.0

L2 Norm
1.69

qgau.
est qtrue

0.0

0.1

0.2

M
ag

ni
tu

de
 (a

rb
.)

4

0

4

M
ag

ni
tu

de
 (a

rb
.)

0.0

0.1

0.2

4

0

4

4

0

4

0.0

0.1

0.2

4

0

4

4

0

4

0.0

0.1

0.2

4

0

4

4

0

4

0.0

0.1

0.2

4

0

4

4

0

4

0.0

0.1

0.2

4

0

4

4

0

4

Figure 6.5: Summary plot of fields for Nd = 32768. Rows and columns correspond to those
in Fig. 6.4. The regularisation parameter α = 0.02 throughout. We would expect the larger
number of measurements to correspondingly reduce the error: this only occurs to a significant
degree when solving J . This cannot be entirely blamed on a lack of mechanism in J ′ for having
the misfit term outgrow the regularisation term: the uinterpolated fields do not approximate utrue
with ugau.interpolated being particularly poor.
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reconstruction misfit functionals seem particularly prevalent in ice shelf and ice sheet data

assimilation literature.

In the work where MacAyeal et al. introduce the ‘control method’ for ice sheets [63] they

start by considering an analytical solution for the ice velocity field in the Inverse Problem

section:

As is well known, there are many ways to interpolate a field of irregularly spaced

observations. Bindschadler and Scambos [1991] used a commercially available pack-

age based on kriging principles, and then adjusted the results by hand. It is thus

possible for the interpolation method to artificially affect the β field derived from

(4) and (5). To avoid these effects, I recommend using an interpolation scheme that

is faithful to the physics which govern the ice stream velocity. This scheme is the

control method which I discuss below.

The direct algebraic inversion also faces several other mathematical hazards. It

works only if the data, Ud = (ud, vd), possess all of the mathematical properties

required of a solution of (1) - (3). There may be velocity gradients contained in this

data that cannot be explained by any distribution of β.

Without diving into the symbols and equations being referenced here, it is pointed out that

(a) methods of interpolation vary and can change results and that (b), unless the observations

are exact solutions to the equations (which is unlikely given the approximations being made)

you won’t get a solution that makes sense anyway. Point (b) motivates setting the problem up

as a constrained optimisation problem but it seems that (a) is forgotten about. The control

method is introduced by forming a functional that directly compares computed and observed

velocity fields and, in a section titled Satellite Imagery Derived Velocity Data they write

Figure 2 shows a contour map of longitudinal and transverse components of the

observed surface velocity interpolated to a 65x65 finite difference grid to be used in

the modeling and inversion calculations.

The precise nature of this interpolation is not discussed despite the observed velocity data being

noted for its irregularity.

This first paper was written with finite difference models which inherently give solutions

on grids, nevertheless efforts could have been taken to interpolate the modelled grid data to

the specified location or to simply not use all grid points. Fortunately finite element methods

are not tied to grids and instead give solutions everywhere. Nevertheless MacAyeal’s approach

seems to have become the defacto method for performing data assimilation with ice sheets

with the subtly incorrect model-data misfit propagating through the literature, perhaps via the

tutorial he published in 1993 [82].

In another paper MacAyeal, Bindschadler, and Scambos [83] adopt the finite element

method but the model/observation misfit functional (Eq. 2) is once again given in terms
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of the comparison of two fields defined over the entire domain. Efforts are made here to try and

deal with observational uncertainty in a section titled Treatment of observational uncertainty

but these require introducing scalar terms which are defined for the entire continuous vector

field of “observed” data (see Eq. 3 to Eq. 7): no attempt is made to deal with uncertainty of

specific measurements.

Joughin, MacAyeal, and Tulaczyk [64] is similar: the model-data misfit (Eq. 7) uses com-

plete field solutions despite data sparsity being mentioned when the data is introduced (Sect.

5). Efforts are made to characterise the model’s sensitivity to different solutions (Sect. 3) but

the manufactured data used are defined as continuous fields and are not passed through the

complete input data pipeline, including any interpolation that is done. This could significantly

undermine the quality of the results. Indeed the words ‘interpolation’ and ‘extrapolation’ are

not found in the paper.

Things initially look better in Vieli et al. [65] where a sum is used as the model-data misfit

functional (Eq. 2.4), but closer inspection reveals that this is done over all finite difference

grid points with no attention given to specific measurement locations. The data used is pre-

processed to give a complete velocity field and the grid is laid upon this to get the velocity

components in each case (Fig. 2).

The conclusion drawn here is that a combination of a reliance on what has been done before,

and no demonstration of the disadvantages of the approach are the reason, hence the value of

this work.

6.4 Future Work

This work has already been extended to assimilate data in groundwater hydrology and in

modelling the Larsen C ice shelf: see Nixon-Hill et al. [3]. It is not included here since it was

primarily the work of my coauthor, Daniel Shapero.

It is important that our estimated u reflect the measurement uncertainty, and future work

ought to integrate that with the Bayesian inference perspective used elsewhere in data assim-

ilation (for Antarctic ice flow, see, for example Isaac et al. [84]). The point evaluation misfit

approach allows raw location and value data to be directly used with measurement-specific

errors being defined as necessary. So instead of our model-data misfit being∫
Ω

(
uinterpolated − u

σ

)2

dx (6.4.1)

we can instead write
Nd−1∑
i=0

(
uiobs − u(Xi)

σi

)2

(6.4.2)

where uiobs are specific remote-sensing data and σi a relative quantification of their measurement

error (the width of the PDF) such as the standard deviation. Where σi are small, the u from

137



minimising the functional will be closer to uiobs and the more confident we can be in whatever

aspect of q is associated with that measurement. From a Bayesian inference point of view,

our regularisation is the prior. The measurements uiobs are the likelihood, with PDF widths

proportional to σi (the bigger the σi, the less confident we are in u
i
obs). The fields we estimate,

q and u, are the posterior. The challenge comes in finding the associated PDF widths of them,

since that would require our model F to propagate that information. Nevertheless, taking

this approach would ensure that q and u appropriately reflect the confidence we have in the

measurements and our prior.

We can estimate the PDFs of q and u by taking an ensemble of samples from the PDF of

the measurements (with appropriate weightings), propagating them through the minimisation,

and seeing how they affect the estimation of q and u. A more in-depth review of variational

data assimilation methods which use PDFs could also provide some options.

An interesting question arises when we consider uncertainty in the location of our measure-

ments. One approach is to simply solve this problem multiple times with the points in different

locations, as dictated by the PDF of the measurement location, to get a sense of the sensitivity

of the problem to the locations. Another approach would be to use the same misfit functional

but to also solve for the point locations via a penalty term which weights the point locations

as necessary given their location error

Nd−1∑
i=0

Ai

(
uiobs − u(Xi)

σi

)2

(6.4.3)

where Ai is a weighting and Xi is what we solve for. Solving for point locations via gradient

methods requires the derivative of our misfit functional with respect to the position. This could

be done by taking the derivative of an operator that moves points, which would be implemented

alongside movable points, discussed in Sect. 10.2.2.

6.5 Concluding Remarks

This is both a demonstration of new functionality and a general call for all scientific commu-

nities who face these kinds of inverse problems to carefully consider if point evaluation misfit

functionals would be appropriate for their use case. Using these instead of field reconstruction

approaches in data assimilation has several benefits: it (i) ensures our inverse problem displays

posterior consistency, (ii) reduces errors, (iii) avoids the need for ambiguously defined inter-

measurement interpolation regimes, and (iv) allows assimilation of very sparse measurements.

For data assimilation problems where this is not possible, ensuring that the model-data misfit

grows with the number of measurements could also be considered.

Of course, to use model-data misfits which are evaluated at discrete points we need to be

able to perform point evaluation on the fields which we compare to our discrete measurements.
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These point evaluations need to integrate with whatever method we are using to solve our

optimisation problem: in many cases this requires finding a first or second derivative of the

point evaluation operation alongside operations such as solving a PDE. Such libraries are few

and far between. Vertex-only mesh and interpolation as a point evaluation operation make this

straightforward, and serve as a demonstration of the power of this abstraction. Firedrake and

firedrake.adjoint are excellent tools to use for this purpose, and makes solving the necessary

minimisation problem very straightforward.

6.6 Summary of Contributions

I have used my new abstractions to solve a PDE constrained optimisation problem which

directly uses point data. I have demonstrated the advantages of this approach over field recon-

struction methods which were (a) previously the only option with Firedrake or FEniCS without

hand-coding derivatives and (b) widely used. This work has been published as a preprint and

is currently under review for journal publication (see [3]).

The Firedrake code which generated the figures here, of which I wrote the

unknown-conductivity directory, is archived on Zenodo at [80] and used a Firedrake version

similarly archived at [85].
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Chapter 7

Parallel Safe, Unlosable Point Data
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This chapter adapts and reuses, without further attribution, text from Nixon-Hill et al. [3]

which was created by the author.

7.1 Introduction

This chapter further documents the implementation of the vertex-only mesh whose symbolic

properties were introduced in Chapter 4. When implementing a vertex-only mesh in a parallel

computing system, there are considerable challenges that must be overcome: these are outlined

in Sect. 7.2. The discussion then moves on to algorithms which uniquely associate vertex-

only mesh vertices with specific parent mesh cells (Sect. 7.4) and the movement of point data

between different parallel decompositions (Sections 7.5 and 7.6).

7.2 Motivation

Everything added to Firedrake is expected to work when run in parallel using MPI parallelism

and, ideally, to use that parallelism to speed up calculations. When meshes are created, they

are parallel decomposed such that different MPI ranks contain different sections of the mesh.

This so-called parallel domain decomposition is common to many systems which run in parallel

and solve problems on some domain [86]. At the edges of the domain on each rank there is a

halo which is a section of mesh which is also present on other MPI ranks. This is illustrated

in Fig. 7.1. The halo regions allow for communication between MPI ranks about, for example,

the values of a PDE solution on its local mesh section via a process known as halo exchange.

Rank	0	
owned
Rank	0	Halo,	
owned	by	
rank	1

Rank	1	
owned

Rank	2	
owned

Rank	1	Halo,	
owned	by	

rank	0

Rank	1	Halo,	
owned	by	
rank	2

Rank	1	Halo,	
owned	by	

rank	0

Serial	Mesh

Parallel	Mesh

Mesh	Halo	Regions

Rank	0/Rank	1
Parallel	Divide

Rank	1/Rank	2
Parallel	Divide

Figure 7.1: Parallel domain decomposition of an interval mesh across 3 ranks. The coloured
regions correspond to halos regions which are owned by other MPI ranks.
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There is no guarantee that point data on one MPI rank will match the domain decomposition

of the model we want to use them with. If we are coupling models, one model may produce

point data with a different MPI domain decomposition than the model from which we consume

the data. Similarly we may be simultaneously reading different data from various data sets on

different MPI ranks.

An ideal implementation of vertex-only mesh should therefore allow each MPI rank to be

supplied with a set of coordinates to embed and redistribute them to the ranks that contain

the corresponding parent mesh domains. These points must be guaranteed to be embedded

in the mesh if they are in its domain. Furthermore, it should be possible to send the values

associated with those coordinates to the coefficients of the associated P0DG function.

Meshes are generally approximations to a domain: a curved surface may be approximated

by a number of planar facets for example. It is therefore important that it be possible to embed

point data which are outside the mesh domain by some specifiable tolerance, typically of the

order of the size of a mesh cell. The closest cell should then be chosen. This should apply both

at the domain edges and at the edges of parallel domains: where two ranks find a point outside

their rank-local domain, the cell which it is nearest to should be chosen. In the unlikely case

that the distances are the same, a single MPI rank should be chosen as the owner.

7.3 Existing Capability outside Firedrake

Particle methods, where the movement of some number of particles are tracked, are found

throughout scientific computing. Particle-in-cell methods, which combine mesh or grid based

methods for solving PDEs with particle methods, are often used for solving complex problems

in areas such as plasma physics. Implementations of these methods are typically built to run

in parallel on HPC platforms. Methods for linking point data with meshes and grids in parallel

has therefore been tackled before.

Particle methods are found elsewhere: often these don’t involve a mesh but work directly

on the basis of moving particles around (these are known as ‘mesh free’ methods). Applications

range from molecular dynamics, to computational fluid dynamics and methods which sample

from probability distributions to estimate new probability distributions. These methods all

involve moving particles, which is beyond the scope of this work, and since they don’t necessarily

involve a mesh, have more parallel distribution options available to them.1 Nevertheless, one

may wish to couple such methods to a simulation in Firedrake, which would require finding the

locations of those particles on a domain decomposed mesh.

Much work has been put into tracking particles as they move through an irregular domain

such as an unstructured mesh; the introduction to Kuang, Yu, and Zou [87] highlights and

1A quick summary of some options can be found in chapter 16 of Prof. Michael T. Heath’s Parallel Numerical
Algorithms course taught at the University of Illinois at Urbana-Champaign. These are available at https:

//courses.engr.illinois.edu/cs554/fa2011/notes/16_particle.pdf.
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categorises some of the literature on this. There are plenty of highly sophisticated algorithms,

many of which could prove useful in the future (see Sect. 7.8), but for now we are interested

in the initial location of points. There is surprisingly little literature on this process and its

parallelisation, as most articles devote their attention to computationally expensive process of

relocating points.

A common approach, and that suggested by Strobl, Bannerman, and Pöschel [88], is to

use specialised database structures to efficiently locate coordinates within an unstructured

mesh. Such database structures and associated indexing tools are used extensively in graphical

applications such as ray tracing and in simulation environments for collision detection. The

specific approach used here (and indeed by other code-generating finite element libraries) is

highlighted in 7.4.

Deal.II, like Firedrake, uses parallel domain decomposition. Its Particles class encapsu-

lates the notion of particles in a mesh which can be thought of as vertices of a vertex-only mesh.

They carry a location in real space, another within the reference cell of the cell they are in, and

a unique ID. These can be given values to carry around, which is analogous to creating a P0DG

function on a vertex-only mesh. Large numbers of particles are handled by a ParticleHandler

class. Gassmöller et al. [89] used these tools to implement particle-in-cell methods in deal.II.

Legacy FEniCS and FEniCSx are also compatible with mesh parallel domain decomposition.

Both contain functionality for locating points, but no overarching data structure. Like deal.II,

the LEoPart add in for FEniCS [90] also has a particles class. This holds information

about the positions of particles and, optionally, quantities such as momentum, density and

concentration assigned to them. Rather than assign each particle information about the parent

cell and position, LEoPart takes the approach of keeping track of the number of particles within

each mesh cell. The intended use case is Lagrangian particle tracing, as Maljaars, Richardson,

and Sime [90] detail. Notably, the ‘point interpolation’ operation for getting values from a

function on a mesh in LEoPart is not differentiable.

7.4 Cell Location Algorithm: Avoiding Point Loss

A robust point location scheme ensures that each vertex or point in a vertex-only mesh is

assigned a parent mesh cell. This involves (A) identifying a list of candidate cells within which

the point may reside then (B) identifying the exact cell from the candidates.

We start with step (A): When meshes are created axis-aligned bounding boxes (boxes with

edges aligned to the global mesh coordinate system) are placed around the extrema of each

cell. These boxes necessarily overlap so a given point may be in more than one. Since they

are axis-aligned, the boxes that contain a given coordinate (x, y, z) can be quickly identified

by looking at the box limits. There is 1 bounding box per cell; the candidate cells are the

bounding boxes containing the coordinate. A visualisation of this is shown in Fig. 7.2 (b).

To include points which are close to the domain edge, each bounding box is expanded by a
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Figure 7.2: A mesh of four cells (a) with axis aligned bounding boxes. (b) shows the bounding
boxes around the cell extrema: the point in cell 3 (the dot on the diagram) is inside three
overlapping boxes corresponding to cells 2, 3, and 4 which are the cell candidates. (c) and (d)
show the expansion of the bounding boxes to a hypercube centred on the middle of the cell to
allow for point location on immersed manifolds, of which (d) is an example. In this example,
the tolerance is zero: the boxes would be further expanded should a tolerance be included.
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cell-size-relative tolerance.

This has obvious advantages over a brute force approach in which all cells are searched for

a given point: bounding boxes can also be constructed in other code-generating finite element

libraries such as deal.II2 [33], legacy FEniCS3 [17] and FEniCSx4. Maljaars, Richardson, and

Sime [90] use the FEniCS bounding box search for LEoPart. Similarly, Gassmöller et al. [89]

use the deal.II equivelent in their particle-in-cell implementation. More generally, axis-aligned

bounding boxes are widely used for extracting spatial subdomains from unstructured spatial

data [91] such as unstructured meshes.

To allow for cell location on immersed manifold meshes, each bounding box is expanded to

be an axis-aligned hypercube with geometric dimension of the mesh, centred on the midpoint of

the previous bounding box. The side length of the hypercube is the longest side of the previous

bounding box (the L1 diameter).5 This appears to be novel to Firedrake. A visualisation is

shown in Fig. 7.2 (c) and (d).

In practice, the bounding boxes are stored on the mesh in an R∗-tree [92] database structure

(a ‘spatial index’) using the libspatialindex library [93]. Candidate cell identification uses lookup

tools built into libspatialindex. For interval meshes all the cells are treated as candidates since

libspatialindex does not support 1D, though spatial indexing methods for 1D are relatively

straightforward.6
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Figure 7.3: Each pointXi in the parent mesh local coordinate system X̂i has the L
1 cell distance

calculated and stored. For X0 the distance is 1, for X1 it’s 0.5 and for X2 it’s 0.75.

Moving on to step (B), we (1) loop over each candidate cell, (2) find the point location

2see the API documentation at https://www.dealii.org/current/doxygen/deal.II/classBoundingBox.
html

3see https://fenicsproject.org/olddocs/dolfin/1.4.0/python/programmers-reference/cpp/mesh/BoundingBoxTree.html
4see https://docs.fenicsproject.org/dolfinx/main/python/generated/dolfinx.geometry.html
5This step was the work of a masters student to whom I gave input. I tidied this and integrated it with the

rest of the algorithm.
6For example, one can created a sorted list of the centroids of each cell, which can be quickly indexed with

a simple binary (bisection) search.
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in the reference coordinate space of each candidate cell (discussed in Sect. 4.5.1), then (3)

choose the cell with the reference coordinate which is closest to the reference cell as measured

in the L1 norm (the ‘Manhatten’ distance - see Fig. 7.3). For information on how these are

calculated see the appendix to this chapter (Sect. A.3.1). The L1 distance and the cell number

are stored for later use. In most cases a cell with zero L1 distance is found, indicating a point

is definitely inside, and the loop is terminated.7 When a zero distance is not found, the lowest

L1 distance is used as long as it is below a tolerance. The relative tolerance that was specified

when building the bounding boxes is used. Whilst intervals do not have bounding boxes, they

require that this tolerance be set such that they appropriately drop points which are outside

the mesh boundary8.

This is far more robust than the previous cell location scheme. That had step (3) query

whether the point in reference coordinates was located inside a candidate reference cell. As

soon as a cell was found which contained the point, up to some user defined absolute tolerance

(typically 10−14), the loop was terminated.

The problems with this were manyfold. Early loop termination would cause points to be

assigned to the wrong cells if the absolute tolerance was too high. A low tolerance risked

the rare, but potentially catastrophic, case of floating point round-off and truncation errors at

internal mesh cell boundaries causing points to not be assigned a cell. By choosing the cell

that the point is closest to this is guaranteed not to happen. The tolerance parameter is now

cell-size relative and exists only to ensure we capture points which are outside the domain.9

The bounding boxes from step (A) were also not expanded to take account of any tolerance,

meaning that cells at mesh or parallel domain edges that lined up with the coordinate axes

could be lost.

It is difficult to compare the approach to step (B) outlined here with other libraries: in the

deal.II particle-in-cell implementation article [89], for example, this is skipped over. The source

code for both legacy FEniCS and FEniCSx reveal that a unique cell is found by searching for

a geometric ‘shortest distance’. This ought to make them resilient against point loss due to

floating point arithmetic error, though it does not appear to be possible to specify a tolerance

to catch points just outside mesh boundaries. In FEniCSx, at time of writing, this appears

to be done by computing the distance between the point and the cell vertices via the iterative

Gilbert–Johnson–Keerthi distance algorithm [94]10, though this is not clearly documented.

A method for producing the L1 distance has been added to all cell types Firedrake uses.

These are stored in the tabulation library, FIAT (discussed in Sect. 3.7). A reference coordinate

is supplied and the L1 distance from the reference cell is produced: This is carefully written to

7If there happen to be two cells which both have a zero L1 distance whilst running in serial, the first to be
identified is chosen.

8see future work (Sect. 7.8) for more on this
9To see how we deal with edges of parallel domains, see Sect. 7.5.

10see https://github.com/FEniCS/dolfinx/blob/c56d30b23f2c2ce99e8c145d3aeb43aff5d6d229/cpp/

dolfinx/geometry/utils.cpp#L505-L543
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ensure that a symbolic expression can be produced from FIAT’s Python code using the SymPy

library [95]. The point locations, reference coordinates and L1 reference-cell distances are all

calculated with generated C code.

The behaviour of the cell location algorithm and the tolerance have been tested extensively

to ensure that points are indeed not lost, whilst profiles have shown no significant impact on

cell location performance relative to the existing algorithm. Of course, for the purposes of point

evaluation, being able to specify a data structure (the vertex-only mesh) upon which we may

point evaluate more than once gives an overall performance gain.

7.5 Redistributing Point Coordinates: the ‘Voting Al-

gorithm’

As discussed in the motivation (Sect. 7.2), we must be able to redistribute point coordinates to

the MPI rank containing the corresponding sections of the parent mesh domain. DMSwarm’s

in-built tool for this11, which embeds a DMSwarm in a DMPlex, does not redistribute and is not

compatible with many Firedrake meshes due to underlying differences between Firedrake meshes

and PETSc DMPlexes. The redistribution algorithm is therefore implemented in Firedrake.

The requirements of this algorithm are:

1. It must assign each unique coordinate to a mesh cell.

2. The mesh cell may be visible to more than one MPI rank in core and halo regions of the

mesh; the coordinate should be assigned to all those ranks.

3. Coordinates should not be able to fall between the gaps of mesh partitions.

4. Coordinates should be assigned to a single cell, even if that cell appears on more than

one mesh partition.

5. It should be clear after running the algorithm which coordinates are not in the domain.

Firstly we tackle the uniqueness of coordinates (requirement 1). Upon vertex-only mesh

construction, there are two distinct situations which the user must be asked about:

A The same set of coordinates is being provided to all MPI ranks. The coordinates on all

but one rank are therefore considered to be redundant and can be redistributed from a

single rank.

B Different coordinates are supplied to each MPI rank. There is no implied redundancy

and every coordinate supplied must be assumed to require embedding.

11DMSwarmSetPointCoordinates see https://www.mcs.anl.gov/petsc/petsc-3.9/docs/manualpages/

DMSWARM/DMSwarmSetPointCoordinates.html
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In both cases, there are n coordinates {Xi}n−1
0 . The index i is referred to as the global index :

this is used as a unique identification number for a given point. In the redundant case (A),

MPI rank 0 is assumed to have all n points and they are numbered sequentially. In the non-

redundant case (B), all points are numbered in rank order: if rank 0 has 10 points, rank 1 has

20 points, and rank 3 has 5 points (n = 35), then rank 0’s points have global indices 0-9, rank

1’s points have global index 10-29, and rank 3’s points have global indices 30-34.

Next, it is ensured that all MPI ranks have the same set of coordinates {Xi}n−1
0 : in the

redundant case all MPI ranks are given the set of coordinates on rank 0 (an MPI broadcast

operation from rank 0), whilst in the non-redundant case all ranks gather all the coordinates

from each rank in rank order (an MPI all-gather operation).12 All ranks now have the same set

of points so the redundant and non-redundant cases no longer need to be treated separately.

For all coordinates {Xi}n−1
0 the parent cell number (which is unique within an MPI rank),

the reference coordinates, the L1 distance from the reference cell and the MPI rank ownership

now need to be identified. The cell location algorithm (Sect. 7.4) produces the first three of

these, and the rank ownership can be found using the cell number.13

Now all coordinates which are within the meshed domain (including tolerance) will have

been claimed by one or more MPI ranks. Where there are coordinates which lie near the

boundaries of mesh partitions, cells on both sides of the partition may have laid claim to them

thanks to the tolerance behaviour of the cell location algorithm. To decide between them the

cell that has the lowest L1 distance from the reference cell is chosen: in most cases this will be

zero for one side of the partition and above zero for any others, allowing the points with larger

L1 distances to be discarded.

In most cases minimising the L1 distance will resolve any rank conflicts. In the case of a

tied L1 distance there are two key scenarios to consider:

(i) Multiple ranks claim that a parent mesh cell on their partition owns the point. Other

ranks may see the point, but not claim that they own it.

(ii) Each rank claims that a parent cell on a different rank owns the point.

Both of these cases involve a point exactly on the boundary between owned and halo regions.

To resolve (i), the highest numbered rank is chosen as the owner: the other ranks that claimed

the point are made to search again for the cell ownership (with the previously chosen cell

excluded from the search), alongside ranks which didn’t claim the point but did disagree about

12For very large numbers of points this step may limit performance, but it allows for the cell location algorithm
being collective at present (i.e. having to be run once on each rank) and provides a working implementation
that satisfies the requirements that were set out in the motivation. For a proposed improvement, see Future
Work (Sect. 7.8).

13A Firedrake Function on the parent mesh Ω is created which contains one value per cell (P0DG(Ω)). The
parent mesh rank number is then interpolated onto it. After a halo exchange is performed between parallel
decompositions, to each MPI rank this Function contains the rank ownership information of all cells in the
local mesh partition: the cell number of each coordinate indexes this to tell us the rank ownership of that
coordinate’s parent mesh cell.
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the owner. All ranks which had claimed the point as their own are guaranteed to find a cell in

the halo, with the same L1 distance, that corresponds to the chosen rank since, on those ranks,

the point was on a boundary between owned and halo regions.

For case (ii) to occur, the point must be on an owned/halo boundary on all ranks that claim

to be able to see the point. To resolve (ii), the lowest numbered rank is chosen. Now the chosen

rank, alongside any other disagreeing ranks, are also made to search again for cell ownership.

In this case, all ranks are guaranteed to find a cell with the same L1 distance which is owned

by the chosen rank.

This cell-decision process is why we call this a ‘voting algorithm’: the cell a point is closest

to wins, with ties broken depending on whether the point fits scenario (i) or (ii). The algorithm

is summarised in Fig. 7.4.

This is implemented as follows: Coordinates which were not located by the cell location

algorithm on a given rank are labelled as ‘not locally visible’. The L1 distance and the rank

ownership of these ‘not locally visible’ coordinates are set to infinity. Ranks which claim to

have identified a point as owned by themselves have the rank ownership made negative. The L1

distances and rank ownerships are each arrays of length n which are stacked next to each other

to create an n× 2 shaped array. The lexicographic row-wise minimum14 of this array is taken

across all MPI ranks.15 After returning all ranks to be positive, there is an agreed set of L1

distances and rank owners for each coordinate on every MPI rank. Any coordinates which still

have their L1 distances and ranks as infinity must not be in the mesh: these can be counted

for output. Where the L1 distance has changed locally, the coordinate must have been claimed

by another rank so it is marked as ‘not locally visible’.

If the L1 distance has not changed but the rank has, a process of cell re-identification is

started: any previously identified cells are supplied to the cell location algorithm as cells-to-

ignore, and a new cell given. When a cell is found that matches both the agreed L1 distance

and rank, the identification process stops. If no matches are found (which only happens for

cells within halo boundaries), the coordinate is again marked as ‘not locally visible’16. Such

points are not included in the eventual DMSwarm embedding.

This satisfies all our requirements: Global indices ensure uniqueness (requirement 1). Taking

the approach of marking points as ‘not locally visible’ ensures that coordinates are assigned

to both core and halo cells as necessary (requirement 2). The voting algorithm taking the

minimum L1 distance ensures points cannot be lost between ranks (requirement 3). The voting

algorithm tie breaker ensures assignment is unique (requirement 4). The algorithm also tells

us how many coordinates are not found on any parallel partition of the mesh (requirement 5)

14i.e. first comparing the two arrays by their first column, returning the element-wise minimum, with ties
broken by comparing the second column element wise

15Combining values from all MPI ranks, performing an operation on them, and redistributing them back to
all ranks is known as an MPI allreduce operation: this is performed with a newly implemented lexicographic
row-wise minimum as the MPI operator.

16this may be susceptible to floating point errors - see Future Work, Sect. 7.8
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Figure 7.4: Embedding 10 point locations into a parallel domain decomposed interval mesh.
Points 0 and 10 are outside of the domain. Point 2 is identified as being inside a cell on rank 0
(it has 0 L1 distance) but is also identified as being inside a cell on rank 1, albeit with nonzero
L1 distance. The collective lexicographic minimum operation chooses the lower distance so
assigns it to a cell on rank 0. Points 3 and 7 are in the unusual situation of being exactly on a
parallel decomposition boundary. Point 7 fits scenario (i) and point 3 scenario (ii). For point
7, both ranks are set to be negative and the collective lexicographic minimum operation breaks
the tie by choosing the most negative rank (−2). After restoring all ranks to be positive, the
result is the higher rank. Rank 1 is made to search for the cell again until it finds another cell
with zero L1 distance on rank 1. For point 3, the lowest rank is chosen. The cell is searched for
again until the point is identified as being on rank 2, still with zero L1 distance. In the final
embedding one can see how points have been uniquely assigned: duplicate global indices occur
for points in the halos.
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which allows us to easily raise a warning or error.

Both FEniCS and FEniCSx do not deal with this aspect of point location directly, though

they contain tools that let the user implement a parallel safe point location algorithm them-

selves: After performing a cell search the user either finds a cell or not, where multiple cells

are found one must be chosen. Maljaars, Richardson, and Sime [90] do not explicitly doc-

ument how they decide on ownership where there are disagreements between MPI ranks in

LEoPart - the published source code17 does not appear to deal with this case. Deal.II has a

distributed_compute_point_locations function which the Particles library uses for point

redistribution. This, presumably, relies on some kind of voting algorithm to deal with disagree-

ments at both cell boundaries and parallel domain boundaries, but this is not documented.

Nevertheless, the algorithm presented here is most likely not entirely novel. Notably, ap-

pendix A.3 of Maddison [96] contains a very similar algorithm to that presented here, though

does not deal explicitly with domain containment.

7.6 Redistributing Point Data

Having redistributed our coordinates we now need a method of redistributing the data associ-

ated with them. When a vertex-only mesh is created some list of coordinates is specified: the

values associated with them will in all likelihood be in the same order. We therefore need

1. a way to associate the data with the input coordinates and

2. a way to map those to the coordinates of our vertex-only mesh.

This is a challenge which other libraries do not face, due to the novel nature of the distinction

made here between the coordinates (the vertex-only mesh) and the data (the P0DG function

space on the vertex-only mesh).

7.6.1 The Input-Ordering Vertex-Only Mesh

We start with (1.). The input coordinates can be thought of as a vertex-only mesh in their own

right. Rather than having coordinates redistributed to appropriate parent-mesh cell locations,

this vertex-only mesh maintains the order and MPI rank of the input coordinates. Crucially,

data associated with this mesh, such as Firedrake Functions, are stored in the order and on the

MPI rank of the input coordinates, allowing their direct access or modification. The mesh is

referred to as the input-ordering vertex-only mesh or Ωinput-ordering
v associated with a vertex-only

mesh Ωv.

17https://bitbucket.org/jakob_maljaars/leopart
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7.6.2 Redistribution as Interpolation

Moving on to (2.) then, we need to move data to and from P0DG(Ωinput-ordering
v ) and P0DG(Ωv).

The input-ordering vertex-only mesh Ωinput-ordering
v may or may not have the same number of

vertices as the vertex-only mesh immersed in the parent mesh Ωv since some coordinates may

have been deemed to be outside the parent mesh

Ωv ⊆ Ωinput-ordering
v . (7.6.1)

The bases and dual bases of these will be similar

P0DG(Ωv) ⊆ P0DG(Ωinput-ordering
v ) and (7.6.2)

P0DG(Ωv)
∗ ⊆ P0DG(Ωinput-ordering

v )∗ (7.6.3)

so, despite the vertex-only meshes only being defined at the vertex locations, the movement

between the function spaces can be thought of as a dual evaluation interpolation operation

IP0DG(Ωv) : P0DG(Ωinput-ordering
v )→ P0DG(Ωv). (7.6.4)

To be precise, this interpolation operation which performs our redistribution is a map from

the input ranks and input order of our coordinates (represented by Ωinput-ordering
v ) to the ranks

assigned by the voting algorithm and the rank-local data layout of Ωv.

IP0DG(Ωv) can be considered a permutation that may operate on a subset of its domain. Say

we have

Ωinput-ordering
v =


X input-ordering

0

X input-ordering
1

X input-ordering
2

X input-ordering
3

 (7.6.5)

Ωv =

X0

X1

X2

 =

X
input-ordering
1

X input-ordering
0

X input-ordering
2

 . (7.6.6)

Here, X input-ordering
3 is outside the domain of the parent mesh of Ωv. A function

r ∈ P0DG(Ωinput-ordering
v ) has four coefficients {ri}3i=0 on each {X input-ordering

i }3i=0 which

IP0DG(Ωv)maps to a function l ∈ P0DG(Ωv) with coefficients {li}2i=0 on each {Xi}2i=0. We then
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have

0 1 0 0

1 0 0 0

0 0 1 0


︸ ︷︷ ︸

IP0DG(Ωv)


r0

r1

r2

r3

 =

r1r0
r2

 =

l0l1
l2

 (7.6.7)

=

0 1 0

1 0 0

0 0 1


︸ ︷︷ ︸

A

r0r1
r2

 (7.6.8)

Here, IP0DG(Ωv) has no inverse since the matrix is non-square and we cannot recover r3. The

inverse of A is its transpose AT since permutations are orthogonal. In general, if all vertices

of Ωinput-ordering
v are present in Ωv, IP0DG(Ωv) is a permutation and its inverse is the transpose.

The interpolation operation in the other direction

IP0DG(Ωinput-ordering
v ) : P0DG(Ωv)→ P0DG(Ωinput-ordering

v ) (7.6.9)

is therefore only strictly defined where all points in Ωinput-ordering
v are present in Ωv. This makes

sense; one cannot evaluate a dual basis function that uses a point which is not present in its

domain! In such cases

IP0DG(Ωinput-ordering
v ) ≡ [IP0DG(Ωv)]

T (7.6.10)

and vice-versa.

The adjoint to our interpolation operations are the left multiplication of the matrix by the

row vector of cofunction coefficients (this is discussed in detail in Sect. 5.4.1). For

I∗P0DG(Ωv) : P0DG(Ωv)
∗ → P0DG(Ωinput-ordering

v )∗ (7.6.11)

with l∗ ∈ P0DG(Ωv)
∗ that has coefficients {l∗i }2i=0 this is

(
l∗0 l∗1 l∗2

)0 1 0 0

1 0 0 0

0 0 1 0


︸ ︷︷ ︸

IP0DG(Ωv)

=
(
l∗1 l∗0 l∗2 0

)
=
(
r∗0 r∗1 r∗2 r∗3

)
. (7.6.12)
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Equivalently, we can start with a column vector of coefficients
0 1 0

1 0 0

0 0 1

0 0 0


︸ ︷︷ ︸
[IP0DG(Ωv)]

T

l
∗
0

l∗1

l∗2

 =


l∗1

l∗0

l∗2

0

 =


r∗0

r∗1

r∗2

r∗3

 . (7.6.13)

7.6.3 Implementation

Input-ordering Vertex-Only Mesh

The input-ordering vertex-only mesh Ωinput-ordering
v is created directly from the input coordinates

and is accessed via an .input_ordering property of a given vertex-only mesh Ωv. This still

sits on top of a DMSwarm and all DMSwarm ‘fields’ present in Ωv are reordered to correspond

to entries in Ωinput-ordering
v . It doesn’t necessarily make sense that Ωinput-ordering

v have a parent

mesh, since it is not necessarily immersed in another mesh. Nevertheless, to avoid modifying

the vertex-only mesh constructor, we make Ωv the parent.

Star Forests for Interpolation

The PETScSF or ‘Star Forest’ communication layer found inside PETSc [97] is designed to

deal with exactly the kind of parallel communication challenge we face. This provides an API

which allows one set of MPI ranks and data layouts to be associated with another set of MPI

ranks and data layouts such that data can be sent between them.

A rank with a local index into that rank is called a root. Each root can be associated with

zero or more other tuples of rank and local index: each of these is called a leaf. The tree of

links between a root and any associated leaves is called a star, whilst the union of all the stars

is called a star forest. For an illustration of stars see Fig. 1 in Zhang et al. [97] whilst a star

forest is shown in Fig. 2.

The star forest is a complete description of connectivity between two parallel data structures.

Sending all root data to associated leaves is called an SF broadcast, whilst sending all leaf data

to associated roots is an SF reduce. For more see Sect. 3.2 in Zhang et al. [97]. In many cases

these can be thought of as parallel distributed binary matrix operations. The IP0DG(Ωv) in Eq.

7.6.8 is an example of an SF broadcast. The roots are {ri}3i=0 and the leaves are {li}2i=0. r3 is

a root with no associated leaf. The reduce operation here is AT

0 1 0

1 0 0

0 0 1


︸ ︷︷ ︸

AT

l0l1
l2

 =

l1l0
l2

 =

r0r1
r2

 (7.6.14)
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which only assigns values to the roots which have associated leaves. SF reduce can therefore

be used to represent adjoint interpolation where cofunction coefficients are taken as vectors to

right multiply (Eq. 7.6.13), so long as the output cofunction has its coefficients set to zero

where the matrix-vector product does not provide a value. We get a permutation matrix when

each root has 1 leaf: the reduce operation in this case is both the transpose and inverse of

broadcast. SF reduce can then also be used to represent interpolation in the other direction

(Eq. 7.6.9) where it is defined.

The data layout of P0DG functions on vertex-only meshes corresponds to the layout of the

meshes themselves. All the information needed to implement the interpolation operation

IP0DG(Ωv) : P0DG(Ωinput-ordering
v )→ P0DG(Ωv) (7.6.15)

is therefore contained in the data ordering and rank information of Ωinput-ordering
v and Ωv.

Ωinput-ordering
v is already arranged as necessary: for vertices specified on rank i in order

X input-ordering
j , the roots are tuples (i, j). The leaves are the non-halo vertices of Ωv: for

vertices now on rank k in order Xl, the leaves are tuples (k, l).

Why non-halo vertices? As a rule, dual evaluation interpolation operations in Firedrake

do not affect halo regions. This makes sense: halos are an implementation detail, so we do

not need to worry about Ωv in parallel having the same coordinate Xi on different processes.

Mathematically, each Xi is unique so the permutation-like operation in Eq. 7.6.8 remains valid.

Data associated with any Xi in halo regions are updated after a halo exchange.

As mentioned in Sect. 7.6.2, where the input-ordering vertex-only mesh Ωinput-ordering
v con-

tains points which are not in Ωv (they were not found in the parent mesh) interpolation is strictly

not defined. Nevertheless, the interpolation operator for points which are in both vertex-only

meshes is created and the values at missing points are left unmodified. This is an SF reduce

acting as a permutation. The adjoint interpolation, an SF broadcast, similarly ignores missing

points. This is used for cross-mesh interpolation, discussed in Chapter 8.

The star forest graph18 is embedded in Firedrake’s interpolation routines: Where a vertex-

only mesh and its input-ordering are both found as either source or target meshes, the input-

ordering star forest is requested, and an SF broadcast (for IP0DG(Ωv) or I∗P0DG(Ωinput-ordering
v )

) or SF

reduce (for I∗P0DG(Ωv)
or IP0DG(Ωinput-ordering

v )) operation chosen. This is either executed on a given

Function or Cofunction, or held as a partially applied function in a Firedrake Interpolator

for execution when one is specified. This is a ‘matrix-free’ approach - we never assemble the

binary interpolation matrix itself.

18accessed via an .input_ordering_sf property of a vertex-only mesh
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7.7 Other Parallel Considerations

7.7.1 Constructing Halos

Star Forest

Star forests are used in Firedrake for halo exchange. This involves moving data stored upon

mesh topological entities (vertices, edges, facets and cells) from the edges of one parallel par-

tition to another. All the topological entities in a partition’s halo are leaves. In each case the

leaf tuple is the current rank and local index in memory of the entity being considered. The

root tuples are, for each halo entity, the remote rank which owns the entity and the local index

at which it is found on that remote rank. To update the values stored on a mesh halo, typically

in a Firedrake Function, an SF broadcast operation is performed.19 This is described in more

detail in Lange et al. [47].

This SF is created by default for most Firedrake meshes when the DMPlex is constructed

and is attached to the DMPlex: it is referred to as the point SF since topological entities in a

DMPlex are referred to as ‘points’. When constructing a vertex-only mesh, the point SF for a

DMSwarm is not created automatically: this is instead done manually at mesh construction to

ensure halo exchange works.

For a vertex-only mesh each entity is a vertex. The halo regions consist of vertices which

are in the halos of the parent mesh. The voting algorithm (Sect. 7.5) says which ranks own

these vertices: on a given MPI rank, these are the remote ranks which are the first entries in

the root tuple of each vertex. The local index of each vertex on its remote ranks (i.e. the index

in memory of the coordinate with the same global index) is the second entry in each root tuple.

These are identified and the point SF set.

Assigning PyOP2 Labels

Halo topological entities in a DMPlex or DMSwarm are given labels by PyOP2 to identify

them. This aids the execution of parallel loops of a given ‘kernel’, such as interpolation,

over the whole parallel distributed mesh. The kernel for the point evaluation dual evaluation

operation is discussed in Sect. 4.5.3. On a given rank the PyOP2 labels are:

• core: Data stored on these entities do not need to wait for halo exchange before the

PyOP2 kernel performs calculations with them. These are ‘owned’ by the rank, i.e. they

are a root (with or without leaves) in the DM point SF.

• owned: Data stored on these entities do need to wait for halo exchange before the PyOP2

kernel performs calculations with them. These are also ‘owned’ by the rank, as per the

definition above.

19Non-halo entities are roots without leaves - the broadcast operation does not affect them.
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• ghost: Data stored on these entities are ‘owned’ by another rank: these can be labelled

as either core or owned on that rank.

All entities receive a unique label. When Firedrake is run in serial, all mesh entities are labelled

as PyOP2 core since no halo exchange will occur.

For a DMPlex, these labels are derived from the point SF via the connectivity information

contained in the DMPlex. Since DMSwarm represents the topology of a mesh of disconnected

vertices, the existing algorithm does not identify any vertices as owned. This is a problem: when

we loop over the vertices of a vertex-only mesh to interpolate from a parent mesh, we need to

ensure that the vertex-only mesh PyOP2 cell label, stored on the DMSwarm, matches that of

the parent mesh DMPlex. If we don’t, the PyOP2 kernel will make incorrect assumptions about

halo exchange and will not execute correctly. Fortunately, the simple solution is to inherit the

DMSwarm PyOP2 label from the DMPlex: this is done after cell location.

7.8 Future Work

The cell-location algorithm (Sect. 7.4) can be made more flexible. As yet, there is no accom-

modation for users who have a very coarse mesh and want to ensure all points outside it are

dropped (a bounding box tolerance in step (A) of zero), but still want to guarantee points

within the mesh cannot be lost (no tolerance for choosing the L1 bounding box in step (B)).

As stated in Sect. 7.4, the second tolerance is only needed because bounding boxes cannot yet

be constructed for intervals in 1D. Available options are to either only use the L1 bounding

box tolerance for intervals (perhaps the easiest option) or to allow bounding boxes to be drawn

for them. The latter option would either require a library other than libspatialindex or manual

implementation of a 1D spatial index. Should a different library be sought, the libraries inves-

tigated by Lawson, Gropp, and Lofstead [91] could provide a starting point. As is noted there,

changing library may also mean changing the database-lookup structure (spatial index): the

pros and cons of such a change would need to be considered given the relative ease of imple-

menting a simple 1D spatial index. A method for marking the outer boundaries of meshes prior

to parallel decomposition would also be needed to avoid point loss between parallel boundaries.

The cell location algorithm’s bounding boxes also currently preclude a safe cell-search al-

gorithm for high-order meshes. This is because the cell extrema, around which the bounding

boxes are created, are assumed to be at the vertices. A high order mesh may have a bend

between two vertices which extends outside the bounding box. Put another way, when the

mesh coordinates function is in a higher degree polynomial finite element function space, the

values saved as the global coefficients do not necessarily encapsulate the extrema of the func-

tion. Projecting the coordinates function to a basis of Bernstein polynomials, the coefficients

for which will always contain the extrema, could provide a solution.

More pressingly, the cell-location algorithm’s performance is limited to the speed of a Python

loop. This is because the generated C code includes a call to the Python interpreter. The exact
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cause of this has yet to be identified, though it could be the SymPy code generation. This

has not yet inhibited uptake of the vertex-only mesh since its performance is comparible to the

existing .at method of Firedrake Functions and enables plenty of new use cases. Nevertheless,

moving points (discussed in Sect. 10.2.2) will likely need significant performance improvements

when using large numbers of particles.

Where a point is outside a mesh boundary, but is included due to the tolerance a relevant

question is “what value should we give the point when we perform point evaluation?” At

present, the value of the basis functions of the assigned mesh cell, extrapolated to the point

location, is used. So, for a ramp function f(x) = x on a line mesh 0 ≤ x ≤ 1, with a sufficiently

high tolerance that x = −0.1 is considered to be on the line, the point evaluation will be

f(−0.1) = −0.1. This may not be the correct behaviour for some use cases: it might be better

to project the point onto the closest on-mesh location and return the value there. In the case of

x = −0.1 we would project this onto x = 0 then evaluate f(−0.1) = 0. The simplest approach

would be to do this after transforming to reference coordinates: where the L1 distance is above

0, the output reference coordinates would be the projection of the given reference coordinate

onto the closest point on the reference cell.

The implementation of the voting algorithm (Sect. 7.5) may be susceptible to floating

point arithmetic error causing points to either be lost or halos to not accurately reflect the cell

locations. The algorithm relies on being able to find an exact match for rank and L1 distance

when points are on owned/halo boundaries in order to re-identify the owning cell. Of course,

floating point arithmetic error could, in rare scenarios, result in no exact match being found,

causing points to be lost. To avoid this, the implementation should specifically identify points

which are exactly on owned/halo boundaries (as opposed to halo/halo boundaries), then enforce

and communicate cell ownership.

The voting algorithm’s performance can also be improved. At present, the voting algorithm

requires all-to-all rank communication in the non-redundant case such that all MPI ranks have

the same set of points. Where this is found to limit performance, a more intelligent approach

could be used: Consider each rank as having a pool of coordinates to distribute. Firstly we

can remove from the pool any coordinates which are known to be on the core section of the

mesh and definitely not in any mesh halos by querying the rank-local bounding boxes (see Sect.

7.4). This would require more bounding box querying routines to be exposed at the level of

vertex-only mesh construction than is currently the case.

We can then redistribute the remaining points: this can take a similar approach to cell

location identification (see Sect. 7.4) this time applying axis-aligned bounding boxes around

each MPI rank’s decomposed mesh section. The coordinates of each point would provide

candidate ranks which could then vote on the point amongst themselves. For this to provide

significant performance improvements the cell location algorithm would probably need to be

made non-collective. This approach is similar to that taken in LEoPart [90] and the NESO-

Particles library [98].
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As a result of the matrix-free approach to interpolation from and to the input-ordering

vertex-only mesh, the interpolation matrix itself is inaccessible. The matrix free approach has

advantages of course, interpolation matrices may be very large given the number of degrees

of freedom involved. Indeed, when otherwise performing adjoint interpolation in Firedrake,

we assemble the whole interpolation matrix and left multiply it by the given row-vector of

cofunction coefficients. That is a problem which needs fixing! To fix the problem at hand,

some way of turning a star forest graph into an equivalent logical matrix would need to be

found.

7.9 Summary of Contributions

I have implemented vertex-only meshes in Firedrake such that they satisfy my ideal require-

ments for parallel domain decomposition (see the motivation, Sect. 7.2). A voting algorithm,

outlined in Sect. 7.5, ensures that points can be specified on one rank and be correctly re-

distributed to another rank. I guarantee that points are embedded in the domain if they are

within it using a robust cell location algorithm, described in 7.4. The voting algorithm ensures

that the assigned cell is unique within the complete parallel distributed mesh.

In comparison to other similar libraries, this is beyond the present capability of FEniCS

and FEniCSx, and makes Firedrake at least comparable to deal.II. The additional flexibility of

Firedrake’s cell-location and voting algorithm allow points just outside the mesh but inside the

true domain to be captured.

To cope with my split of point data coordinates (the vertex-only mesh) and data at those

coordinates (the P0DG function space), I have introduced an input-ordering vertex-only mesh

alongside an interpolation operator to move from one to the other. I have implemented this in

Firedrake using PETSc Star Forests. This satisfies the requirement of being able to unambigu-

ously read and write P0DG functions on the vertex-only mesh in parallel. The interpolation

operation is differentiable; this allows for differentiable cross-mesh interpolation, discussed in

Chapter 8.

I have also ensured that Firedrake vertex-only meshes have halos for data exchange across

parallel partitions. This makes them comparable to other Firedrake meshes and allows PDEs

to be solved on them in parallel, as demonstrated for point forcing (Sect. 4.6.1).
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Chapter 8

Arbitrary, Parallel Safe, Differentiable,

Mesh to Mesh Interpolation
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The following text and code examples reuse, in places, work I contributed to the Firedrake

manual [5].

8.1 Motivation

Interpolation across meshes is useful wherever we want to move a finite element function from

a function space on one mesh, onto another function space on another mesh.

Prior to this work, this had been implemented in Firedrake for the special case of geometric

multigrid methods where PDE solutions are found by solving on a mixture of coarse and fine

meshes of the same domain. Solutions would be moved from a coarse mesh to a fine mesh

using dual evaluation interpolation (referred to as a prolongation operation). The adjoint to

this interpolation operation is referred to as the restriction operation and is used to down-

sample cofunctions on the fine mesh to the coarse mesh. Lastly there is an injection operation

which dual evaluates functions on fine meshes back into coarse meshes. Firedrake’s multigrid

infrastructure relies on well defined refinement relationships between the meshes. Generally

a hierarchy of mesh refinements is automatically generated: all the vertices of a coarse mesh

appear at the same locations in the refined mesh and the parallel domain decomposition is

maintained (see Fig. 8.1). This reliance on automatic generation is very limited. If one wanted

Unrefined First Refinement

Figure 8.1: The geometric effect of a single mesh refinement on quadrilaterals and triangles in
Firedrake. All vertices prior to refinement are present after refinement.

to move solutions between the meshes in Fig. 8.2 (a so-called ‘nonnested’ hierarchy of meshes),

one has to provide the links between coarse and fine cells manually and ensure that the parallel

domain decompositions match. Nonnested multigrid is known to be optimal for certain classes
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of problems (see for example Scott and Zhang [99]) so providing a straightforward method of

creating the necessary operators would make the use of these methods in Firedrake much more

straightforward.

Coarser Finer

Figure 8.2: Four different ways of meshing the same square domain. Not all vertices in the
coarser meshes are present in the finer meshes, so, prior to this work, there was no straightfor-
ward way to interpolate between them in Firedrake.

Other, as yet unrealised, uses of mesh-to-mesh interpolation abound: one might wish to

mesh a domain with different cell shapes and examine the effects on the solution by interpolating

from one mesh to the other or to a third, finer mesh which has a well defined mathematical

relationship to both meshes. If meshes change in response to some metric, such as a changing

solution with time, one ideally should be able to interpolate from the mesh at one time step to

another to, for example, advance a time stepping algorithm.1

Being able to evaluate the dual basis of a mesh along an arbitrary domain, such as an

embedded line, surface or volume, would allow diagnostics to be calculated on a function.

Take, for example, the function

f(x, y) = x× y (8.1.1)

represented as a finite element function on a 2D mesh, with a line

L = (0, 0) to (1, 1) (8.1.2)

1The stability and conservation behaviour of such an algorithm would depend on the user’s implementation:
whilst dual evaluation interpolation avoids introducing new maxima and minima in finite element functions
(which Galerkin projection does not), conservation of quantities generally requires the use of ‘supermeshes’ (see
[100]).
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along it (see Fig. 8.3). The line integral is∫
L

f(x, y) ds =
√
2/3. (8.1.3)

If we represent the 1D line in 2D space (making it an immersed manifold) we ought to be

able to (a) find the values of the function f along the line by performing interpolation onto

an appropriately defined function space then (b) evaluate the line integral by assembling the

appropriate expression.

# (a)

f_line = interpolate(f, V_line)

# (b)

assemble(f_line * dx) # = sqrt(2) / 3

This could be extended to appropriately defined surfaces and volumes.
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Figure 8.3: The function f(x, y) = x × y on a meshed square domain with the line L =
(0, 0) to (1, 1) to integrate along.

Generic cross-mesh interpolation, particularly with the ability to interpolate over domains

that only partially match, would allow simulations to be coupled together. For fluid structure

interactions, one could solve the appropriate approximation to the Navier Stokes equations for

the fluid in the fluid domain, interpolate the solution from the fluid mesh onto a function on the

structure mesh (which would update the values of coefficients on boundaries on the structure),

use the interpolated function as a boundary condition on the structure along the interface,
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then use those values to solve a PDE on the structure. Strong (Dirichlet) boundary conditions

will enforce a 1-way coupling by setting the value at the interface. Weak boundary conditions,

which are enforced as part of the problem formulation (the variational form expressed in UFL)

such as Neumann boundary conditions, allow for two way coupling: in a most basic sense, one

can iteratively interpolate a solution on the structure back into the fluid domain and repeat2.

Once interpolation can be expressed symbolically (see Chapter 9) the interpolation of UFL

arguments will be expressible between the two domains: this would allow the system to be

solved monolithically. Since all operations are compatible with automated adjoint generation

via pyadjoint (see Sect. 5.1, specifically Sect. 5.4) it will be possible to easily express and solve

optimisation problems involving multiple interacting problems.

It should be noted that, in limited circumstances, Galerkin projection can already be per-

formed across meshes. This, however, produces a different result to interpolation (see Sect.

3.3) and requires a global solve so is not always appropriate.

8.2 Existing Capability Outside Firedrake

Parallel compatible cross mesh interpolation with a differentiable interpolation operator, within

the domain of code generating Finite Element Method frameworks, has not, to the author’s

knowledge, been implemented before. The closest would be cross-mesh interpolation in FEn-

iCS[17]: when it was under active development it maintained compatibility with pyadjoint (see

Sect. 5.4) to allow differentiation of these operations. However, it only worked in serial3 which

limited its usefulness to small problems. The FEniCS rewrite, FEniCSx recently added sup-

port for cross-mesh interpolation in parallel4, though, at the time of writing, FEniCSx does not

support automated adjoint generation for these operations.

Other FEM code generation libraries also support cross-mesh interpolation, deal.II[33] for

example has a SolutionTransfer tool which works in parallel. The lack of explicit high-level

differentiation operations in the libraries means that finding derivatives of these operations

requires the use of traditional AD tools5 which, though powerful, have downsides [60] which

pyadjoint mostly avoids (see Sect. 5.4). MFEM [31, 32] also allows cross mesh interpolation,

seemingly aimed at grid transfer operations in multigrid6 and has its own AD tool7 which, in

principal, could work with the cross-mesh interpolation tools though this is not documented.

The DUNE framework also supports multigrid [101] though is not documented as being compat-

ible with any form of AD. NGSolve’s [22] dual basis evaluation functionality is not documented

as supporting multiple domains, but they do support multigrid methods; meanwhile the au-

2this can be thought of as a sort of home-made Additive Schwartz method
3see the FEniCS documentation
4see https://github.com/FEniCS/dolfinx/pull/2245
5for Deal.II see https://www.dealii.org/current/doxygen/deal.II/group__auto__symb__diff.html
6see the API documentation for the finite element class https://docs.mfem.org/2.0/

classFiniteElement.html and various tutorials referencing multigrid
7see https://mfem.org/autodiff/
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tomatic differentiation they document is seemingly limited to symbolic differentiation of their

UFL-like expressions: in principal this could be used to build something like pyadjoint though

no one has done this. FREEFEM [21] has MatPtAP and transferMat which implements a

‘fast interpolation algorithm’ between non-matching meshes, though this does not use dual

evaluation, rather it is a home-baked interpolation operator documented on their website8.

8.3 Mathematics and Firedrake Implementation

Internally, all Firedrake basis function coefficients are constructed by performing one or more

point evaluations as described in Sect. 3.7. Dual evaluation interpolation operations always

boil down to sums of point evaluations (see Eq. 3.7.2). If we find the locations of these

points in the global coordinate system of the source mesh, we merely have to perform the point

evaluations on the source function to reconstruct our basis function coefficients. By using the

global coordinate system, we avoid needing to worry about finding a valid extension to each

local dual basis functional in the source mesh reference cells (see Sect. 3.2).

Whilst this sounds straightforward, it has not been implemented for several reasons:

1. Meshes have different cell numbering and different parallel domain decomposition. This

means that when given the same list of point locations tied to cells of two different

meshes, one finds that the list is split differently across MPI ranks depending on which

mesh is being considered. See Fig. 8.4. When point evaluating on the source mesh, a

mechanism is then needed to send that to the destination mesh across the parallel domain

decomposition. Parallel domain decomposition of meshes and grids are found throughout

scientific computing software, so this is not a Firedrake specific problem.

2. An appropriate data structure is required which ties points to their locations in each mesh.

This data structure needs to be able to cope with the parallel domain decomposition.

3. In order to differentiate the interpolation operation, the underlying operations need to be

ones which we already know how to differentiate.

All these can be addressed by using a vertex-only mesh as the intermediary data structure.

We start with a simplified case of one point evaluation per basis function: the Lagrange

polynomials (see Fig. 3.1 and Eq. 3.2.23). As discussed in chapter 3, each global basis function

coefficient is now one point evaluation (we have point evaluation nodes).

The recipe for mesh-to-mesh dual evaluation interpolation

IV : U → V ∀u ∈ U (8.3.1)

8see https://doc.freefem.org/documentation/finite-element.html#a-fast-finite-element-interpolator
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Figure 8.4: We have two different meshes of a sphere, A and B, with the same set of points on
that sphere. After the meshes have been domain decomposed across MPI ranks, a given MPI
rank will have a different subset of the points depending on which mesh is being considered.

where

U = FSsource(Ωsource) (8.3.2)

V = FSdestination(Ωdestination) (8.3.3)

is now the following:

1. Find the global point evaluation node coordinates of the destination function space V .

This has the destination mesh Ωdestination domain decomposition.

2. Create a vertex-only mesh Ωv, immersed in the source mesh Ωsource, at those locations.

In Firedrake, vertex-only meshes inherit their parent mesh parallel domain decompo-

sition (here Ωsource). The point evaluation node coordinates have the parallel domain

decomposition of the destination mesh Ωdestination but are automatically redistributed to

the source mesh’s parallel domain decomposition by the voting algorithm. The input-

ordering vertex-only mesh Ωinput-ordering
v maintains the ordering and MPI rank of the point

evaluation node coordinates as supplied. Whilst the parent mesh of Ωinput-ordering
v is not

Ωdestination, we nevertheless see that

Ωinput-ordering
v ⊆ Ωdestination. (8.3.4)

3. Point evaluate the expression or function on the source mesh U at the destination mesh

point evaluation node coordinates Ωv. This is the dual evaluation interpolation operation

IP0DG(Ωv) : U → P0DG(Ωv). (8.3.5)

4. Interpolate the point evaluations from vertex-only mesh Ωv to a P0DG function space on
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the input-ordering vertex-only mesh Ωinput-ordering
v

IP0DG(Ωinput-ordering
v ) : P0DG(Ωv)→ P0DG(Ωinput-ordering

v ) (8.3.6)

Under the hood, this is a PETSc SF reduce operation9 which moves the point evaluations

from the parallel domain decomposition and ordering of Ωv to Ωinput-ordering
v (a binary

matrix multiplication - see Sect. 7.6.3).

5. The Firedrake function in P0DG(Ωinput-ordering
v ) this yields has point evaluations from the

source mesh function space at the destination mesh function space node coordinates, with

the corresponding ordering and domain decomposition. These are the coefficients of the

function in the destination function space V which can now be directly assigned.

C : P0DG(Ωinput-ordering
v )→ V. (8.3.7)

These steps are summarised in Fig. 8.5. More concisely, our mesh-to-mesh interpolation is the

composition of three linear operations

IV (;u) = C(; IP0DG(Ωinput-ordering
v )(; IP0DG(Ωv)(;u))) ∈ V ∀u ∈ U. (8.3.8)

We wrap the recipe up in a new subclass of firedrake.Interpolator which we automati-

cally create when interpolating across meshes. This recipe has the advantage of requiring very

little special case code since we use Firedrake functionality which we have already implemented.

This addresses the difficulty of differentiating this operation: we already know how to perform

forward, adjoint and higher derivative modes of AD on linear interpolation operations and the

linear assignment operation C (see sections 5.5.1 and 5.5.2).

Explicitly, the adjoint interpolation from cofunction to cofunction

I∗V : V ∗ → U∗, (8.3.9)

which we require for adjoint mode AD is the composition of the adjoint of each of the linear

operations

I∗V (; v∗) = I∗P0DG(Ωv)(; I∗P0DG(Ωinput-ordering
v )

(;C∗(; v∗)) ∈ U∗ ∀ v∗ ∈ V ∗. (8.3.10)

1. The first operation

C∗ : V ∗ → P0DG(Ωinput-ordering
v )∗ (8.3.11)

9see section 3.2 of Zhang et al. [97]
10This example uses immersed manifold sphere meshes: we therefore assume that Ωv ⊆ Ωsource up to the mesh

discretisation error. This is specified for each mesh with a cell-size-relative tolerance parameter. This example
was chosen because it clearly illustrates the node locations of V as identified in both Ωsource and Ωdestination.
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Figure 8.5: Summary of the steps needed for cross-mesh interpolation where U =
FSsource(Ωsource) and V = FSdestination(Ωdestination).

10
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is the assignment of the basis cofunction coefficients of V ∗ to an identically discretised

cofunction in P0DG(Ωinput-ordering
v )∗. We again use the input-ordering vertex-only mesh

Ωinput-ordering
v , exactly as it was set up for interpolating primal functions (i.e. it has point

evaluation node coordinates in the order and rank domain decomposition of Ωdestination).

2. The next operation

I∗
P0DG(Ωinput-ordering

v )
: P0DG(Ωinput-ordering

v )∗ → P0DG(Ωv)
∗ (8.3.12)

is the PETSc SF broadcast operation11 from the vertices of Ωinput-ordering
v to the equivalent

point evaluation node coordinate locations Ωv ⊆ Ωsource.

3. Lastly,

I∗P0DG(Ωv) : P0DG(Ωv)
∗ → U∗ (8.3.13)

is the adjoint to the point evaluation interpolation operation. At present, this involves

Firedrake assembling the primal interpolation operator as a matrix and left multiplying

it by the cofunction coefficients.

Returning to the original recipe: Where a target mesh does not fully overlap with the

source mesh, we default to raising an exception, but allow this to be overridden with a keyword

argument when creating the cross-mesh Interpolator object. This allows for applications such

as simulation coupling. The intermediary vertex-only Ωv mesh drops any points it can’t locate

in the source mesh but keeps those points in the input-ordering vertex-only mesh Ωinput-ordering
v .

We allow a default to be specified which we seed an intermediary Function on Ωinput-ordering
v

prior to interpolation onto it with IP0DG(Ωv). The interpolation itself then doesn’t assign a value

to the input-ordering vertex-only mesh, and the node value assignment operation C therefore

uses the default value.

For cases where we already have a Function which we want to interpolate onto, we similarly

supply NaNs12 to the intermediary Function on the Ωinput-ordering
v prior to interpolation. These

are then identified and removed such that the assignment operation C only writes to the nodes

it has values for. Regarding adjoint operations in this case: rather than explicitly filtering out

values to skip over (which would be strictly correct for C∗ as we’ve defined it here) we assign

all the cofunction basis-function values on Ωdestination to the cofunction on Ωinput-ordering
v , then

let the adjoint interpolation I∗P0DG(Ωv)
from Ωinput-ordering

v to Ωv remove the values for us.

11as before, see section 3.2 of Zhang et al. [97]
12Not a Number - a special value that is part of the IEEE specfification for floating point numbers
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8.4 Discussion and Demonstrations

The new interpolation operations allow us to do everything we wanted in the motivation. Fig.

8.5 was created using Firedrake code which runs in parallel and has been integrated with

master Firedrake: see Listing 13. Similarly, we can evaluate the line integral in Fig. 8.3 by

interpolating onto a function space on the line and assembling the corresponding expression

(Listing 14).

1 from firedrake import *

2

3 # f = x + y + z on source mesh

4 src_mesh = UnitCubedSphereMesh(1) # quadrilateral cells

5 U = FunctionSpace(src_mesh, "S", 2) # "S" needs quadrilateral cells

6 x, y, z = SpatialCoordinate(src_mesh)

7 u = Function(U).interpolate(x + y + z)

8

9 # interpolate across mesh and function space

10 dest_mesh = UnitIcosahedralSphereMesh(1) # triangle cells

11 V = FunctionSpace(dest_mesh, "CG", 2)

12 v = Function(V).interpolate(u)

Listing 13: Interpolating from one mesh and function space to another. Fig. 8.5 contains plots
of the meshes (src_mesh is Ωsource and dest_mesh is Ωdestination), and Firedrake Functions u
and v.

1 from firedrake import *

2 import numpy as np

3

4 m = UnitSquareMesh(2, 2)

5 V = FunctionSpace(m, "CG", 2)

6 x, y = SpatialCoordinate(m)

7 f = Function(V).interpolate(x * y) # Exactly representable in CG2

8

9 cells = np.asarray([[0, 1]]) # Only 1 cell

10 vertex_coords = np.asarray([[0.0, 0.0], [1.0, 1.0]])

11 tdim = 1 # topological dimension

12 gdim = 2 # geometric dimension

13 dmplex = mesh.plex_from_cell_list(tdim, cells, vertex_coords, m.comm)

14 line = mesh.Mesh(dmplex, dim=gdim)

15

16 V_line = FunctionSpace(line, "CG", 2)

17 f_line = interpolate(f, V_line)

18 line_integral = assemble(f_line * dx)

19 assert np.isclose(line_integral, np.sqrt(2) / 3)

Listing 14: Evaluating a line integral in Firedrake using mesh-to-mesh interpolation. See also
Fig. 8.3
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Since these operations are differentiable with pyadjoint, we can create functionals to min-

imise which involve lines, surfaces and volumes within a domain. For example, one might have

an ocean model, some pre-existing values of tidal fluxes through a surface (perhaps from a

diagnostic on another model), and want to optimise one’s own model to fit those values. The

code for forming the necessary misfit functional would involve creating the corresponding sur-

face for the flux immersed in the model domain, interpolating onto the surface, then assembling

a UFL expression for the flux on the surface. The general approach is shown in Listing 15.

When optimising for multiple diagnostics these misfits can be summed together alongside an

appropriate regularisation.

11 from firedrake import *

12

13 ...

14 point_mesh = VertexOnlyMesh(mesh, point_location)

15 V_point = FunctionSpace(point_mesh, "DG", 0)

16 f_point = interpolate(f, V_point)

17 point_eval = assemble(f_point * dx)

18 J_misfit_point_eval = (point_eval - data_point_eval)**2

19 ...

20 # line_mesh = ...

21 # V_line = FunctionSpace(line_mesh, ...)

22 f_line = interpolate(f, V_line)

23 line_integral = assemble(f_line * dx)

24 J_misfit_line_integral = (line_integral - data_line_integral)**2

25 ...

26 # surface_mesh = ...

27 # V_surface = FunctionSpace(surface_mesh, ...)

28 f_surface = interpolate(f, V_surface)

29 surface_integral = assemble(f_surface * dx)

30 J_misfit_surface_integral = (surface_integral - data_surface_integral)**2

31 ...

32 # V_vector_suface = VectorFunctionSpace(surface_mesh, ...)

33 f_vector_surface = interpolate(f_vector, V_vec_surface)

34 flux = assemble(inner(f_vector_surface, CellNormal(surface_mesh)) * dx)

35 J_misfit_flux = (flux - data_flux)**2

36 ...

37 # volume_mesh = ...

38 # V_volume = FunctionSpace(volume_mesh, ...)

39 f_volume = interpolate(f, V_volume)

40 volume_integral = assemble(f_volume * dx)

41 J_misfit_volume_integral = (volume_integral - data_volume_integral)**2

Listing 15: How we could assemble misfit functionals for PDE constrained optimisation given
some PDE solution f and a value of an equivalent diagnostic. In the most simple case (the top
of the code snippet), this is optimising to match with a single point evaluation which is done
using a vertex-only mesh as shown.

Where we have data that are only available in point, line, surface or volume data, for
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example when coupling to a model which is supplying data from outside of Firedrake, we

can directly create functionals to minimise using this data much as we do for point data: see

listing 16. A mesh of 1 or more lines, surfaces or volumes which represent the data would

be created, an appropriate function space used and the PDE solution interpolated onto it

to form the functional. These misfits could be combined together, alongside point data misfit

functionals (see other chapters) and an appropriate regularisation to create an overall functional

to minimise.

1 from firedrake import *

2

3 ...

4 points_mesh = VertexOnlyMesh(mesh, point_locations)

5 V_points = FunctionSpace(points_mesh, "DG", 0)

6 f_points = interpolate(f, V_points)

7 # data_points is a function in V_points, alpha is a scalar

8 J_misfit_points = assemble(alpha * (f_points - data_points)**2 * dx)

9 ...

10 # lines_mesh = ...

11 # V_lines = ...

12 f_lines = interpolate(f, V_lines)

13 # data_lines is a function in V_lines, beta is a scalar

14 J_misfit_lines = assemble(beta * (f_lines - data_lines)**2 * dx)

15 ...

16 # surfaces_mesh = ...

17 # V_surfaces = ...

18 f_surfaces = interpolate(f, V_surfaces)

19 # data_surfaces is a function in V_surfaces, gamma is a scalar

20 J_misfit_surfaces = assemble(gamma * (f_lines - data_surfaces)**2 * dx)

21 ...

22 # volumes_mesh = ...

23 # V_volumes = ...

24 f_volumes = interpolate(f, V_volumes)

25 # data_volumes is a function in V_volumes, delta is a scalar

26 J_misfit_volumes = assemble(delta * (f_volumes - data_volumes)**2 * dx)

27

28 J_misfit = (

29 J_mistfit_points

30 + J_mistfit_lines

31 + J_misfit_surfaces

32 + J_misfit_volumes

33 )

Listing 16: How we could assemble misfit functionals for point, line, surface and volume data
for PDE contrained optimisation given some PDE solution f . Here we use the L2 norm for
each misfit functional, but that need not be the case.

The in-built integration with pyadjoint via firedrake.adjoint (see Sect. 5.5) is tested

with a Taylor remainder convergence test. If we create a functional J(m), where m is the
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control parameter we will take the derivative with respect to, then we expect from Taylor’s

theorem13 that

∥J(m+ hδm)− J(m)∥ → 0 at O(h) (8.4.1)

for some small scalar h and some small perturbation of the control δm. The Gateaux derivative

of J with respect to m in the m′ direction is dJm(m;m′). Applying Taylor’s theorem again to

find the next term in the expansion, we now expect that

∥J(m+ hδm)− J(m)− hdJm(m; δm)∥ → 0 at O(h2). (8.4.2)

If the Jacobian dJm(m; •) firedrake.adjoint gives us is correct, we expect to observe this rate

of convergence. Such tests already exist for firedrake.adjoint’s annotation of interpolation,

we extend these to cross-mesh interpolation with the functional

J(m) =

∫
Ωdestination

IP1CG(Ωdestination)(u
2 +mu)2 dx (8.4.3)

where Ωsource and Ωdestination are unit-square meshes with differing numbers of square and quadri-

lateral cells respectively14,

IP1CG(Ωdestination) : P2CG(Ωsource)→ P1CG(Ωdestination) (8.4.4)

is the cross-mesh interpolator from 2nd order continuous polynomials on the source mesh to

1st order continuous polynomials of the destination mesh,

u ∈ P2CG(Ωsource) (8.4.5)

is a ramp function which takes on the values of the x-axis of the domain and

m ∈ R (8.4.6)

such that

mu ∈ P2CG(Ωsource). (8.4.7)

A similar test for convergence of the Hessian action, which relies on the next term in the Taylor

expansion, has also been added. For more on Taylor tests, see section 1.4.6 of Schwedes et al.

[29].

13expanding J(m+ hδm) about m
14to be precise, they are the bottom left and top right meshes in Fig. 8.2, respectively
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8.4.1 Model Coupling

Models can now be coupled together exactly as described in Sect. 8.1. As a proof of concept,

we use two square meshes (Fig. 8.6) and couple a Helmholtz problem to a Poisson problem

along the y = 1 boundary. The Helmholtz problem on the top mesh Ωtop with boundary ∂Ωtop

is taken from the Firedrake manual[5]:

−∇2u+ u = f (8.4.8)

∇u · n = 0 on ∂Ωtop (8.4.9)

with

f(x, y) = (1 + 8π2) cos 2πx cos 2πy. (8.4.10)

The variational form of the Helmholtz problem is to find u ∈ Vtop such that∫
Ωtop

∇u · ∇v + uv dx−
∫
Ωtop

fv dx−
∫
dΩtop

v∇u · n ds = 0 ∀ v ∈ Vtop (8.4.11)

The
∫
dΩtop

∇u · n ds term disappears where we set ∇u · n = 0.

The Poisson problem on the bottom mesh Ωbottom with boundary ∂Ωbottom is the same as

that used in sections 1.3 and 4.6:

−∇2u = f (8.4.12)

u = 0 on ∂Ωbottom (8.4.13)

with f(x, y) being a randomly generated forcing term. The variational form of the Poisson

problem is to find u ∈ Vbottom such that∫
Ωbottom

∇u · ∇v dx−
∫
Ωbottom

fv dx−
∫
dΩbottom

v∇u · n ds = 0 ∀ v ∈ Vbottom. (8.4.14)

The
∫
dΩbottom

∇u · n ds term disappears where we specify a value on the boundary.

We initially use strong (Dirichlet) boundary conditions to couple Helmholtz to Poisson: this

changes Eq. 8.4.13 to be

u = uinterpolated from Vtop on ∂Ωbottom (8.4.15)

where uinterpolated from Vtop is solution to the Helmholtz problem interpolated into Vbottom with

initial values set to zero. The effect of applying this Dirichlet boundary condition and the

solution Firedrake gives can be seen in Fig. 8.7. The code used is in Listing 17.

We achieve two way coupling iteratively as described in Sect. 8.1. The weak boundary

condition we apply is a penalty term added to the right hand side of each PDE:

w

∫
Γinterface

(uinterpolated − u)v dΓinterface (8.4.16)
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where uinterpolated is the solution to the other problem at each iteration (on the first instance

this is a zero function) and v is the appropriate test function. This gets smaller as the solution

to each PDE at the interface approaches the interpolated interface solution from the other

mesh. The overall effect of the boundary condition is controlled by a positive scalar weighting

w. When the solutions to both PDEs stop changing we stop iterating. We now only apply

the strong (Dirichlet) boundary conditions to the Poisson problem (Eq. 8.4.13) away from the

interface: we therefore have to include the surface term
∫
dΩbottom

∇u ·n ds along the interface in

the variational form since we leave the value at the interface unspecified. Similarly we have to

include the surface term along the interface in the Helmholtz variational form
∫
dΩtop

∇u · n ds

since we no longer fix ∇u · n = 0 along the interface.

The code for the two can be found in the appendix to this chapter (Sect. A.4, Listing

19) with the results shown in Fig. 8.8. Whilst the solutions do not perfectly match across

the domains, the Poisson problem’s solution clearly now effects the solution to the Helmholtz

problem, pulling u(x, y) down.
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Top and Bottom Meshes:
Interface at y = 1

Figure 8.6: The meshes we solve our coupled problems on. Helmholtz is solved on the top mesh
and Poisson on the bottom.

8.4.2 Generic External Field Point-Evaluation Data Input

Field data that one might wish to import from an external source are typically specified as a

set of point evaluations of the underlying field. The BedMachine map of Antarctic ice thickness

[61] and the MEaSUREs InSAR phase-based velocity map [62] mentioned in chapter 6 are both,

in principal, point evaluation measurements of the underlying thickness and velocity fields, in

each case aligned to a grid.
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Figure 8.7: One way coupling in action, from the code in Listing 17. We solve a Helmholtz
problem on the top mesh (y > 1), then interpolate the solution onto the bottom mesh (y < 1),
giving values on the bottom mesh along the interface. The top two plots show the effect of
applying the Dirichlet (strong) boundary conditions using the interpolated Function. We then
solve the Poisson problem on the bottom mesh.
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1 from firedrake import *

2

3 m_top = UnitSquareMesh(9, 9, quadrilateral=True)

4 m_top.coordinates.dat.data_wo[:, 1] += 1.0

5 m_bot = UnitSquareMesh(7, 7)

6

7 V_top = FunctionSpace(m_top, "CG", 2)

8 V_bot = FunctionSpace(m_bot, "CG", 3)

9

10 # Helmholtz problem on the top mesh

11 u_top = Function(V_top)

12 v = TestFunction(V_top)

13 f_top = Function(V_top)

14 x, y = SpatialCoordinate(m_top)

15 f_top.interpolate((1 + 8 * pi * pi) * cos(x * pi * 2) * cos(y * pi * 2))

16 F = (inner(grad(u_top), grad(v)) + inner(u_top, v)) * dx - inner(f_top, v) * dx

17 solve(F == 0, u_top)

18

19 # Couple Helmholtz to Poisson with interpolate

20 u_top_in_V_bot = Function(V_bot).interpolate(u_top, allow_missing_dofs=True)

21 bc = DirichletBC(V_bot, u_top_in_V_bot, 4)

22

23 # Poisson problem on the bottom mesh, using the BCs from the top mesh

24 u_bot = Function(V_bot)

25 v = TestFunction(V_bot)

26 # Random forcing Function with values in [1, 2].

27 f_bot = RandomGenerator(PCG64(seed=0)).beta(V_bot, 1.0, 2.0)

28 F = (inner(grad(u_bot), grad(v)) - f_bot * v) * dx

29 solve(F == 0, u_bot, bc)

Listing 17: One-way coupling of a Helmholtz problem to a Poisson problem. The Helmholtz
problem is adapted from the ‘Simple Helmholtz equation’ demo in the Firedrake manual[5],
whilst the Poisson problem is adapted from Listing 2 (note again that the forcing term is mesh
dependent so this should only be used for demonstration). The meshes are shown in Fig. 8.6
and solutions in Fig. 8.7.

The input-ordering vertex-only mesh already gives us a parallel safe way to input point

data into a vertex-only mesh (see Sect. 7.6). More generically, we can use these, alongside

mesh-to-mesh interpolation, to input field point-evaluation data onto any mesh. These data

can be distributed across multiple MPI ranks, which would prove very useful for automating

diagnostics calculations on such data. For more, see Sect. 10.2.5.

This works as follows:

1. We have point evaluation data with values at various locations distributed across various

MPI ranks.

2. We create a Firedrake mesh Ωdata which has vertices at the data coordinates. This mesh

does not need to respect the parallel decomposition of the data.
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3. We create a vertex-only mesh Ωv immersed in Ωdata with point locations at the data

coordinates: these are redistributed to have the parallel decomposition of the mesh Ωdata.

4. Our input-ordering vertex-only mesh Ωinput-ordering
v retains the original decomposition: we

use this to assign data values to a P0DG function space on Ωv (see Sect. 7.6). Our data

are now the point data function fv ∈ P0DG(Ωv).

5. Our vertex-only mesh Ωv has the same number of points as vertices of the mesh Ωdata.

If we now create a space of linear continuous polynomials on the mesh P1CG(Ωdata) we

have point evaluation nodes at each of our point locations. We therefore need to find the

dual evaluation interpolation operation which takes us from P0DG(Ωv) to P1CG(Ωdata).

The data in the point data function fv ∈ P0DG(Ωv) are not necessarily in the same

order as data in functions in P1CG(Ωdata): we need to find the correct permutation

from the former to the latter. Going the other way, the parallel safe permutation matrix

from P1CG(Ωdata) to P0DG(Ωv) is the point-evaluation interpolation matrix, itself a

permutation matrix. We want the permutation in the other direction - i.e. it’s inverse.

Fortunately permutations are orthogonal matrices, so the transpose is the inverse. The

transpose of the point-evaluation interpolation matrix performs the correct permutation.

We therefore apply this interpolation to get fdata ∈ P1CG(Ωdata).

6. We now have a finite element function on Ωdata in Firedrake which is a linear interpolation

between the originally supplied data points representing the field. We can interpolate this

onto other meshes as we see fit, perhaps to calculate some derived quantity such as a line

integral.

A simple example of this in action is shown in the appendix to this chapter (Sect. A.4, Listing

20) and a plot of the data and function produced is in Fig. 8.9.

To be clear, this produces a linear interpolation as Fig. 8.9 shows: the data will not be

smooth between vertices - we have not solved any kind of optimisation problem, which might

impose a smoothing constraint, to find it. This, however, does give us a parallel safe way of

bringing this kind of data into Firedrake to work with as we wish. If one does want to solve an

optimisation problem with such data, they should treat it as the point data it is. A vertex-only

mesh should be used directly, with data input using the input-ordering vertex-only mesh for

parallel safety, and formulate an appropriate misfit functional (see Chapter 6).

8.4.3 Line, Plane and Volume Sources and Sinks

In Sect. 4.6.1, it was demonstrated how the adjoint to the dual evaluation interpolation oper-

ation which performs point evaluation can be used to create point source and sink terms. If

v ∈ V is a test function on a parent mesh Ω and vv ∈ P0DG(Ωv) is the corresponding test
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function on an immersed vertex-only mesh Ωv ⊆ Ω with N vertices at Xi, then

N−1∑
i=0

∫
Ω

f(x)v(x)δ(x−Xi) dx = I∗P0DG(Ωv)

(
;

∫
Ωv

fvvv dx

)
∈ V ∗ (8.4.17)

where fv(Xi) = f(Xi) is a function in P0DG(Ωv) for all N vertices {Xi}N−1
i=0 of Ωv. We can

simplify this by leaving out f , to just the equivalent ways of expressing point forcing at the

point Xi:
N−1∑
i=0

∫
Ω

v(x)δ(x−Xi) dx = I∗P0DG(Ωv)

(
;

∫
Ωv

vv dx

)
∈ V ∗. (8.4.18)

A reasonable question to ask is whether we can do the same for line, surface and volume

sources and sinks via the adjoint cross-mesh dual evaluation interpolation operation I∗V . We

start with some cofunction

v∗ =

∫
Ωdestination

fdestinationvdestination dx ∈ V ∗, (8.4.19)

where vdestination ∈ V is a test function on the target mesh Ωdestination, and fdestination is some

function on Ωdestination. Operating on this with

I∗V (; v∗) ∈ U∗ (8.4.20)

to get a cofunction in U∗, should allow, in some way, the introduction of a source term to a

linear variational problem with a left hand side primarily defined over the source mesh.

The question to answer is exactly how the two cofunctions are linked, since we want to

introduce the test function on the target mesh, so that we have a source term there. To answer

this, we need to look at the composition of the adjoint cross-mesh dual evaluation interpolation

operation I∗V : V ∗ → U∗

I∗V (; v∗) = I∗P0DG(Ωv)(; I∗P0DG(Ωinput-ordering
v )

(;C∗(; v∗)) ∈ U∗ ∀ v∗ ∈ V ∗ (8.4.21)

(Eq. 8.3.10). The inner operations

I∗
P0DG(Ωinput-ordering

v )
◦ C∗ : V ∗ → P0DG(Ωv)

∗ (8.4.22)

take the basis cofunction coefficients of some v∗destination ∈ V ∗ and assign them to P0DG(Ωv)
∗

where Ωv has vertices Xi at the point evaluation node locations of the target space V . The

outer operator, I∗P0DG(Ωv)
is the same as that used in Eq. 8.4.18 to introduce point source terms,

though in this case the points are at the point evaluation node locations. So if

v∗ =

∫
Ωdestination

vdestination(x) dx ∈ V ∗ (8.4.23)
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then, by analogy with Eq. 8.4.18, I∗V (; v∗) is equivalent to

I∗V

(
;

∫
Ωdestination

vdestination(x) dx

)
=

N−1∑
i=0

∫
Ωsource

vsource(x)δ(x−Xi) dx (8.4.24)

where Xi are the N locations of the point evaluation nodes of the target space V .

What about where we have some fdestination in the cofunction v∗? If we introduce some

unknown fsource on the source mesh, then, from Eq. 8.4.17 we have

N−1∑
i=0

∫
Ωsource

fsourcevsource(x)δ(x−Xi) dx = I∗V

(
;

∫
Ωdestination

fdestinationvdestination(x) dx

)
(8.4.25)

= I∗V

(
;

∫
Ωdestination

IV (; fsource)vdestination(x) dx
)
(8.4.26)

i.e.

fsource = I−1
V (; fdestination) (8.4.27)

which may or may not exist depending on the function spaces involved. We can, however,

always introduce a source term by starting from a function fsource on the source mesh: the

source term will be that function evaluated at the point evaluation node locations of the target

space V .

So we see that we can introduce source terms using the adjoint cross-mesh dual evaluation

interpolation operation I∗V but it will always be a sum of point sources. Depending on the

target application, as long as one has enough point evaluation nodes, this may be sufficient.

As an example, the Poisson point source example in Sect. 4.6.1 is adapted to use a line

mesh from (0, 0) to (1, 1) as its source terms. The linear variational problem is ‘find u ∈ U

such that a(;u, v) = L(; v) for all v ∈ U ’ where

a(;u, v) =

∫
Ω

∇u · ∇v −
∫
dΩ

v∇u · n ds, (8.4.28)

L(; v(x)) =

dim(V )−1∑
i=0

∫
Ω

f(x)v(x)δ(x−Xi) dx and (8.4.29)

f(x) = x× y, (8.4.30)

where Xi are the point evaluation node locations of the target function space V , on the line

mesh, of which there is one per dimension of V . Boundary conditions are u = 0 on x = 0 and

y = 0, and ∇u · n = 0 on the x = 1 and y = 1 boundaries, so the surface term is always zero

and need not be calculated. The code for this is in the appendix to this chapter (Listing 21 in

Sect. A.4) and the results shown in Fig. 8.10. The more point evaluation nodes there are in

the target function space, the smoother the solution is.
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Figure 8.10: The solution to the Poisson problem with point-forcing source terms on a line
mesh from (0, 0) to (1, 1), making use of the adjoint cross-mesh dual evaluation interpolation
operation I∗V , as described in Sect. 8.4.3. The more point evaluation nodes we have, the
smoother the solution is. The code for this is in the appendix to this chapter (Sect. A.4,
Listing 21).
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8.5 Future Work

The current implementation has limitations: foremost is only being able to interpolate into

spaces with point evaluation nodes. This could be addressed in a number of ways: to continue

using vertex-only meshes as the intermediate data-structure, we could specify the points to sum

for each node (Eq. 3.7.2) in global coordinates with weights attached, perhaps as a DMSwarm

‘field’. We would then need to introduce some routine that summed over the necessary points

to build each of the dual basis functionals (nodes). Other limitations are those of vertex-only

meshes as implemented in Firedrake: we cannot yet immerse them in high-order meshes15 or

extruded meshes with variable layers. This means we cannot cross-mesh interpolate from these

meshes but can interpolate onto them. There is also the underlying issue of certain function

spaces, such as those built from Enriched Elements, not having an implemented dual evaluation

(see Sect. 3.8.3). These are often found in weather, ocean and climate model simulations (for

example in the Gusto dynamical core [102] which is built on Firedrake). Implementation would

therefore allow cross-mesh interpolation to be used there and bring all the benefits highlighted

in Sect. 8.1.

The vertex-only mesh is a significant performance bottleneck when creating a cross-mesh

interpolator, due to the factors highlighted in Sect. 7.8. Cross-mesh interpolation operations

via point evaluation node locations necessarily involve very large numbers of points so both

serial and parallel performance and scalability are important. Where one wishes to perform

multiple interpolations with a static interpolator (for example via two way model coupling)

this may be acceptable but otherwise this will limit the possible use cases of the cross-mesh

interpolation as it is presently implemented.

The mathematical description at the beginning of Sect. 8.3 jumps straight into using global

coordinates. This is only necessary where we cannot perform dual evaluation on the reference

cell, which would become an issue when we have dual basis functionals with more than one

point evaluation (see the original description of dual evaluation in Sect. 3.2). Where a target

reference cell’s coordinates are some subdomain of the source reference cell, this is not an issue

and performing the summation in reference space on the reference cell could be more performant

and could make direct use of existing dual evaluation routines. However, making this work with

vertex-only meshes, which have solved so many issues with cross-mesh interpolation, would be

a challenge.

The missing piece of the puzzle for evaluating line, surface and volume integrals, either for

direct use (Listing 14) or for optimisation (Listing 15) is an easy to use utility function for

creating immersed manifold meshes in Firedrake or for linking existing meshes to the locations

in a domain at which they should be evaluated. For example, the line mesh created in Listing

14 uses the internal Firedrake function plex_from_cell_list rather than a visible part of the

15these are meshes with coordinate fields which are not in the degree-1 Lagrange function space: these are
often referred to as ‘bendy meshes’ because their edges are generally not straight
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API. So long as we are able to get cell connectivity information and vertex coordinates in the

geometric dimension of the domain (the contents of cells and vertex_coords in Listing 14,

respectively) this ought to be achievable using similar code to Listing 14.

When calculating the flux on an immersed manifold, as in Listing 15, the assembly operation

will only work after the reference cells have been given so-called “cell orientation” information.

This is a vector-valued UFL expression for a vector field which always points the same way

through the manifold: the cell normal is defined using this direction.16 This is not an imple-

mentation detail, it is vital information that must be supplied if we want to calculate anything

which involves a surface normal (a Möbius strip, for example, is not an orientable manifold

and cannot have a flux through it calculated). For simple cases where surfaces are planar, this

can be a straightforward expression of one of the basis vector directions, depending on which

direction the normal should point. Similarly for ellipsoids, the expression needs to merely be a

vector field pointing radially outward from some point within the ellipsoid.17 As soon as lines

and surfaces become more complicated, such as a line or curve in an S shape, this becomes

much more difficult. Careful consideration about how to make this a user friendly experience

would be needed.

For generic external data input (Sect. 8.4.2), we are missing a generic tool for creating a

triangulation given a list of points, ideally implemented directly in Firedrake. This is a solved

problem, a Delaunay triangulation, for example, does exactly this. Ideally the final Firedrake

implementation shouldn’t need to gather point locations from all MPI ranks (assuming each

rank contains contiguous locations), instead it should be able to build a mesh using the specified

locations on each rank. Very recently, the NETGEN mesh generator [103] has been integrated

with Firedrake: this may, therefore, already be possible. In the given recipe, step 5, dual

evaluation interpolation from P0DG(Ωv) onto P1CG(Ωdata), has not yet been explicitly imple-

mented in Firedrake as a single call to interpolate. Indeed, for completeness and consistency,

we should allow interpolation from vertex-only meshes in all cases: if we have point evaluation

nodes which are at locations where we have vertices, we should let them be set. Lastly, if

data are not stored as field point evaluations, perhaps instead as some set of quadrature point

values in a given function space, we would require the extension of cross-mesh interpolation to

non-point evaluation nodes: the machinery needed to specify quadrature points and sum them

up (described earlier in this section) would prove useful at this point.

The coupling included here is a proof of concept: more mathematical and testing work needs

to be done to verify that coupling works without issues. A starting point would be to solve the

same problem on two meshes and two function spaces which are identical in all but their position

relative to one another, such that the boundary between them is artificial. The solution on

these meshes versus an equivalent single mesh (and single function space) could be compared.

16The specific Firedrake method to call on a mesh is .init_cell_orientations(ufl_expression).
17For an ellipsoid around the origin called mesh, this would be

mesh.init_cell_orientations(SpatialCoordinate(mesh)) since SpatialCoordinate(mesh) is the
vector field of mesh coordinates.
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For a more thorough study, one could use the Method of Manufactured Solutions to check that,

as the meshes are refined, the true solution is approached at the expected convergence rate.

Once symbolic expression of interpolation is available, the full system of PDEs ought to be

expressible in a single variational form which can be assembled: i.e. terms like the coupling

penalty (Eq. 8.4.16) will be expressible without having to first calculate the solution to one of

the PDEs.

A demonstration of PDE constrained optimisation using cross-mesh interpolation should be

made. This could use the example of coupling shown here: some samples of parameters in both

the Poisson and Helmholtz problems could be chosen as controls and the coupled problems

optimised to give the best fit.

Uses for line, plane, surface and volume sources and sinks should be explored, given the

mathematical description described in Sect. 8.4.3. As long as one has enough point evaluation

nodes, these can be used as forcing terms to represent a wide range of phenomena: for example,

a heat source in the heat equation. Recent work that uses Graph Neural Networks to aid

weather forecasting [104] requires an ‘encoding’ step, which could be an interpolation onto

a low resolution mesh of graph points at the point evaluation node locations, followed by a

‘decoding’ step which could be either interpolating back or, for a hybrid machine-learning and

numerical model method, using those node locations as forcing terms. One could also import

data from an external data set, which does not match the mesh, using the process identified

in Sect. 8.4.2 and then use them as source or sink terms. For example, aerosol or chemical

processes in a climate model are generally solved on different meshes to those where fluid flow

occur. These could now be introduced as forcing terms S in the transport equation

∂ϕ

∂t
+∇ · uϕ = S (8.5.1)

for the fluid flow where ϕ is the density of the species (aerosol or chemical) being transported,

and u is the velocity.

8.6 Summary of Contributions

I have implemented, for the first time, fully parallel compatible mesh-to-mesh interpolation in

Firedrake. The meshed domains can have fully or only partially overlapping domains and the

adjoint (transpose) interpolation operation has been implemented. A full test suite has been

written to test all these features.

I have demonstrated here that this can be used for moving functions across meshes and

function spaces, for calculating diagnostics by interpolating onto immersed domains, and for

coupling models together. Alongside the input-ordering vertex-only mesh, I have shown how

this can be used for generic external data input.

As a result of my implementation of both the forward and adjoint interpolation operations,
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my work is fully compatible with pyadjoint via firedrake.adjoint thanks to the work detailed

in Sect. 5.5. I have added Taylor convergence tests to ensure this works as expected. This is

the first time, to my knowledge, that parallel compatible mesh-to-mesh interpolation capability

has been integrated with a high-level automatic differentiation system.
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Chapter 9

Symbolic Interpolation
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This chapter as a whole draws on ideas from [30].

9.1 Motivation

Recall from 1.3 that solving nonlinear variational problems ‘find u ∈ U such that

F (u; v) = 0 ∀ v ∈ V, ’ (9.1.1)

is done in Firedrake with Newton’s method: For some small perturbation to the solution u,

which we call u′, the residual, F , can be approximated by the first two terms in its Taylor

expansion

F (u+ u′; v) ≈ F (u; v) + ∂Fu(u; v, u
′) (9.1.2)

where ∂Fu(u; v, u
′) is the Gateaux derivative of F with respect to u in the perturbation direction

u′. Newton’s method has us starting with some some guess of the solution un, and finding the

perturbation direction u′, that sets these two terms equal to zero: ‘For un ∈ U find u′ ∈ U such

that

F (un; v) + ∂Fu(u
n; v, u′) = 0 ∀ v ∈ V.’ (9.1.3)

The improved guess, un+1, is then calculated from the identified perturbation direction

un+1 = un + u′ (9.1.4)

which is then the new un. Equation 9.1.3 is a linear variational problem with

a = ∂Fu(u
n; v, u′) and (9.1.5)

L = −F (un; v). (9.1.6)

This iterative set of linear solves, using both F and its first derivative ∂Fu, happens after

the statement of the problem in UFL, using the symbolic information UFL provides when the

problem is assembled, for example when calling Firedrake.solve.

At the moment when we request a dual evaluation interpolation be done with Firedrake,

we immediately perform the interpolation, and therefore lose any symbolic information about

whatever we interpolated. If the problem we want to solve requires us to interpolate the PDE

solution, we therefore cannot solve it if it is nonlinear, since we cannot re-evaluate F and ∂Fu

using the new solution at each iteration. To solve such a problem we need to find a way to

express interpolation symbolically in UFL, and provide that information to our assembly and

solver routines.

The problem outlined could potentially be solved by supplying an operation to apply to

the solution between each Newton iteration. Such a change would not be consistent with Fire-

0Department of Mathematics, Imperial College London
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drake’s approach to solving problems: Where possible, operations are represented by symbolic

mathematics in UFL and specific calculations are performed at assembly. This is the design

philosophy that gives pyadjoint/dolfin-adjoint so many advantages, as laid out in Sect. 5.4.

Dual evaluation interpolation clearly can be expressed using symbolic maths so there is no

reason to jump ahead to calculation early.

As a motivating example, consider solving Burgers’ equation for advection and diffusion of

momentum
∂u

∂t
+ (u · ∇)u− ν∇2u = 0 (9.1.7)

on a 2D domain Ω with boundary condition

(n · ∇)u = 0 ∈ ΩΓ. (9.1.8)

u is a velocity field, n is an outward facing normal to the edge of the domain ΩΓ and ν is

a viscosity term. This is a nonlinear PDE which is one of the first demos in the Firedrake

documentation [5].

In that demo, ν is a constant. However, we could be solving it for some ν derived from an

implicit nonlinear constitutive law

f(u, ν; ) = 0 (9.1.9)

where ν depends on u and we do not have an explicit relationship between them (i.e. there

is no explicit ν(u; ) such as ν = 0.5(∇(u) + ∇(u)T )). These appear in continuum mechanics

(see, for example, [105] where the relation is between viscosity and pressure). If this relation

involved derivatives of u it is a differential equation, if not it is an algebraic equation. In either

case we have to solve for both fluid velocity and viscosity both here and in Burgers’ equation.

Burgers equation can be solved with the nonlinear variational problem ‘find u ∈ Vvelocity

such that

F velocity(u, ν; v) =

∫
Ω

∂u

∂t
· v + ((u · ∇)u) · v + ν∇u · ∇v dx

= 0 ∀ v ∈ Vvelocity.′
(9.1.10)

Assuming the nonlinear constitutive law is algebraic, we can choose to evaluate it at the quadra-

ture points of a finite element function space Vviscosity by interpolating it into that space1

IVviscosity
(; f(u, ν; )) = 0. (9.1.11)

1This is not intended to be a full analysis of the validity of such a discretisation, but gives us a useful
motivating example.
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From the definition of global interpolation (Eq. 3.2.15) this is

dim(Vviscosity)−1∑
i=0

ϕ̄∗
i (; f(u, ν; ))ϕi = 0 (9.1.12)

where ϕi are the basis functions of Vviscosity and ϕ̄∗
i the extended dual basis of V ∗

viscosity where

the extension is in the form of a quadrature rule (as in Firedrake, see Eq. 3.7.3). The basis

functions are linearly independent so to sum to zero their coefficients must all be zero:

ϕ̄∗
i (; f(u, ν; )) = 0 ∀ i. (9.1.13)

Each of these can be multiplied by any set of i scalar weights to make some arbitrary member

of the space of extended cofunctions

V̄ ∗
viscosity : X → R (9.1.14)

where, as in Sect. 3.2.2, X is the union of all function spaces to which each ϕ̄∗
i can be applied.

This gives us a second, nonlinear problem to solve ‘find ν ∈ Vviscosity such that

F viscosity(u, ν; γ̄∗) = γ̄∗(; f(u, ν; ))

= 0 ∀ γ̄∗ ∈ V̄ ∗
viscosity’

(9.1.15)

If we consider this without being coupled to Burgers equation, each Newton loop iteration

will have us solving the linear problem ‘for some νn ∈ Vviscosity, find ν ′ ∈ Vviscosity such that

∂F viscosity
ν (u, νn; γ̄∗, ν ′) = −F viscosity

ν (u, νn; γ̄∗)

= γ̄∗(; ∂fν(u, ν
n; ν ′)) = −γ̄∗(; f(u, νn; )) ∀ γ̄∗ ∈ V̄ ∗

viscosity.’
(9.1.16)

In order to solve this we need to be able to represent the dual evaluation interpolation of

f(u, νn; ) and ∂fν(u, ν
n; ν ′) into Vviscosity symbolically.

9.2 Existing Capability Outside Firedrake

Due to the previously described different design decisions and limitations of most other finite

element libraries, there is no equivalent to symbolic interpolation elsewhere. One can instead,

however, look at how the motivating problem of operating on a solution between Newton

iterations are solved.

None of the libraries which use UFL (legacy FEniCS, its rewrite, FEniCSx, and DUNE-

Fem) can solve these problems without manually implementing the Newton solver to apply

operations between iterations. Other libraries which operate at a lower level of abstraction
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also require direct implementation of the Newton solver: This is the case for deal.II2 and

NGSolve3. As well as losing the level of flexibility and abstraction UFL provides, one generally

has to operate within the context of compiled programming languages in order to ensure speedy

operation. It should be noted that MFEM has nonlinear form types but it is not clear from

their documentation how MFEM would cope with such a problem.

9.3 Multilinear Forms as Linear Operations Between

Hilbert Spaces

This section as a whole draws on ideas from Bouziani and Ham [106] and Ham [30].

In section 1.4 we considered a 2-linear (bilinear) form

Mprevious : V1 × V0 → R (9.3.1)

which we Curried by fixing one of the arguments to find the inverse Riesz map M1, which is

equal to the covector M0.

Mprevious(; v1, •) =Mprevious
1 (; v1)(; •) =Mprevious

0 (; •) ∈ V ∗
0 . (9.3.2)

Let’s look at what happens if we start with a 2-linear form which contains an argument

from a dual space:

M : U × V ∗ → R i.e. M(;u, v∗) ∈ K ∀u ∈ U, v∗ ∈ V ∗. (9.3.3)

We start by Currying it into two new functions M1 and M0

M(;u, v∗) =M1(;u)︸ ︷︷ ︸
M0

(; v∗) =M0(; v
∗) (9.3.4)

where

M1 : U → (V ∗ → R︸ ︷︷ ︸
V ∗∗

) (9.3.5)

only evaluates u, leaving v∗ as a free argument such that

M1(;u)(; •) ∈ V ∗∗ ∀u ∈ U (9.3.6)

2see the introductory example of solving a nonlinear PDE https://www.dealii.org/current/doxygen/

deal.II/step_15.html
3see the nonlinear problems tutorial https://docu.ngsolve.org/v6.2.1910/i-tutorials/unit-3.

7-nonlinear/nonlinear.html
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and

M0 : V
∗ → R︸ ︷︷ ︸
V ∗∗

(9.3.7)

already includes the evaluation of u such that

M0(; v
∗) ∈ K ∀ v∗ ∈ V ∗. (9.3.8)

Since our space of primal vectors V is a Hilbert space, our space of covectors V ∗ is also

a Hilbert space4. This implies that for each covector in V ∗ you can get a co-covector in V ∗∗

using the Riesz representation theorem. Hilbert spaces have the property that they are reflexive

meaning that they are naturally isomorphic under the canonical evaluation map given by

v∗∗(; v∗) = v∗(; v) ∈ K (9.3.9)

for all v ∈ V with covector v∗ ∈ V ∗ and co-covector v∗∗ ∈ V ∗∗.5 The isomorphism is ‘natural’ in

the sense that it comes immediately from the properties of V and V ∗∗: there is no dependency

on other choices such as a particular basis. All vector space operations and norms are preserved

through the evaluation map. We can therefore use V and V ∗∗ interchangeably

V ∗∗ ∼= V (9.3.10)

with members of V operating on members of V ∗ such that

v(; v∗) ≡ v∗∗(; v∗)

= v∗(; v) ∈ K ∀ v∗ ∈ V ∗.
(9.3.11)

Note that if our vector space is a space of functions this does not imply the evaluation of

the functions.

4This can be proved with the Riesz representation theorem.
5A note on this: The inverse Riesz representers in both these cases are

v∗(; •) = ⟨v, •⟩V : V → R ∀ v ∈ V (9.3.12)

v∗∗(; •) = ⟨v∗, •⟩V ∗ : V ∗ → R ∀ v∗ ∈ V ∗ (9.3.13)

What is this inner product on V ∗? In spaces with a finite number of basis functions we can represent the inner
product as

⟨v, ν⟩V =

dim(V )∑
i,j

v1iMijνj (9.3.14)

and

⟨v∗, ν∗⟩V ∗ =

dim(V ∗)∑
i,j

v∗1iM
mystery
ij ν∗j (9.3.15)

Eq. 9.3.9 requires that
Mmystery =M−1. (9.3.16)
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Returning to our newly Curried forms, the operation

M1 : U → V ∗∗ (9.3.17)

is, through the isometric isomorphism, indistinguishable from

M̃1 : U → V. (9.3.18)

This has two impacts: firstly it tells us that the 1-linear form

M0(; •) =M1(;u)(; •) =M(;u, •) ∈ V ∗∗ ∼= V. (9.3.19)

where the assembled output is a co-covector (the missing argument inM is a covector v∗ ∈ V ∗)

can be treated as a primal vector (a function). Compare this with the 1-linear form example

in section 2.4.2: there after assembly we got a covector (in UFL a new Cofunction), now we

get a vector (a Coefficient).

More broadly, we now have an equivalence for the linear operator between Hilbert spaces

M̃1 : U → V (9.3.20)

and the uncurried 2-linear (bilinear) form

M : U × V ∗ → R (9.3.21)

since we can replace M̃1 with M1. The action of supplying an operand to the linear operator

M̃1 gives the same result, via the isomorphism, as supplying that operand to the 2-linear form

giving a 1-linear form:

M̃1(;u)(; •) ∈ V ∼= V ∗∗ ∀u ∈ U (9.3.22)

=M(;u, •) ∈ V ∗∗ ∼= V ∀u ∈ U. (9.3.23)

If we supply some v∗ ∈ V ∗ to the 2-linear form we have

M(;u, v∗) =M1(;u)(; v
∗) = v∗(;M1(;u)) (9.3.24)

from the canonical evaluation map (Eq. 9.3.9). If we supply neither operand we have

M(; •, •) =M1(; •)(; •) (9.3.25)

which is the raw operator.
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V and V ∗∗ are henceforth treated as indistinguishable so any distinction between M̃1 and

M1 is dropped.

Now we can represent linear operators as forms, we ought to be able to express them in

UFL and assemble them with Firedrake. For a given 2-linear form M , the UFL types supplied

dictate the symbolic meaning of the operation performed and the assembled output:

1. If we supply both arguments to M , i.e.

• u ∈ U is a known ufl.Coefficient and

• v∗ ∈ V ∗ is a known ufl.Cofunction

implying UFL code

u = Coefficient(U)

v_star = Cofunction(V.dual())

zero_form = M(u, v_star)

Symbolically, zero_form is a 0-linear form which symbolically corresponds to

M(;u, v∗) = v∗(;M1(;u)) =M∗
1 (; v

∗)(;u) ∈ K. (9.3.26)

If we add data to our symbolic types and assemble this with Firedrake we get a scalar

∈ K, concretely a Python float or complex.

The second equality in Eq. 9.3.26 comes from the definition of an adjoint operator

(equation 2.1.2) we have that

v∗(;M1(;u)) =M∗
1 (; v

∗)(;u) ∀ v∗ ∈ V ∗, u ∈ U. (9.3.27)

where

M∗
1 : V ∗ → U∗. (9.3.28)

For finite element spaces, M∗
1 is evaluated by having the covector v∗ ∈ V ∗ operate on M1

(see Sect. 5.4.1, in particular Eq. 5.4.7).

2. If we supply only the primal argument to M , i.e.

• u ∈ U is a known ufl.Coefficient and

• v∗ ∈ V ∗ is an unknown ufl.Coargument (argument slot 0, a ufl.TestFunction on

a dual function space)

then we have UFL code
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u = Coefficient(U)

v_star = Coargument(V.dual(), 0) # Or TestFunction(V.dual())

one_form_A = M(u, v_star)

Symbolically, one_form_A is a 1-linear form which symbolically corresponds to the linear

operation M1

M(;u, •) =M1(;u)(; •) ∈ V. (9.3.29)

If we assemble this with Firedrake we get a firedrake.Function (a ufl.Coefficient)

in the firedrake.FunctionSpace, V.

3. If we supply only the dual argument to M , i.e.

• u ∈ U is an unknown ufl.Argument (argument slot 0, a ufl.TestFunction) and

• v∗ ∈ V ∗ is a known ufl.Cofunction

then we have UFL code

u = Argument(U, 0) # Or TestFunction(U)

v_star = Cofunction(V.dual())

one_form_B = M(u, v_star)

Symbolically, one_form_B is a 1-linear form which symbolically corresponds to the adjoint

linear operation M∗
1

M(; •, v∗) =M∗
1 (; v

∗)(; •) ∈ U∗. (9.3.30)

If we assemble this with Firedrake we get a firedrake.Cofunction (a ufl.Cofunction)

in the firedrake.FiredrakeDualSpace, U.dual().

4. If we supply neither argument to M , i.e.

• v∗ ∈ V ∗ is an unknown ufl.Coargument (argument slot 0, a ufl.TestFunction on

a dual function space)

then we have UFL code

u = Argument(U, 1) # Or TrialFunction(U)

v_star = Coargument(V.dual(), 0) # Or TestFunction(V.dual())

two_form = M(u, v_star)

Symbolically, two_form is the 2-linear form we started with

M : U × V ∗ → R (9.3.31)
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which corresponds to our raw linear operator M1. If we assemble this with Firedrake

we get a dim(V ) × dim(U) matrix (we use that dim(V ) = dim(V ∗)). Symbolically the

output is the new UFL ufl.Matrix type that was introduced with ufl.Cofunction and

ufl.Coargument.

In UFL we can take a symbolic form but change the argument order. For example, we might

take our form M from above and assemble the 2-linear form with the argument slots reversed:

u = Argument(U, 0) # before this was Argument(U, 1)

v_star = Coargument(V.dual(), 1) # before this was Coargument(V.dual(), 0)

two_form = M(u, v_star)

This represents a new form

M∗ : V ∗ × U → R (9.3.32)

which uses the adjoint to our linear operator M1

M∗(; v∗, u) = u(;M∗
1 (; v

∗)). (9.3.33)

We call M∗ the adjoint to M and, when we use the UFL function ufl.adjoint on M we get

M∗. The assembly rules with swapped arguments follow the rules for M above, but with M

swapped for M∗ and M1 swapped for M∗
1 . So in this case, where we assemble a 2-linear form,

we get a dim(U)× dim(V ) matrix (again, dim(U) = dim(U∗) rather than a dim(V )× dim(U)

one.

The significance of representing linear operations as forms is that we can always represent

them symbolically in a form language. We only need to perform the operation itself when we

reach the point of assembly. This has two clear advantages. Raising the level of abstraction like

this allows one to derive things like the derivative and to compose operations at a high level

without having to perform the operation itself. As was highlighted in Sect. 5.4, that is the prin-

cipal advantage of dolfin-adjoint/pyadjoint’s approach to automatic differentiation. This work

has played a significant role in allowing general operations from outside Firedrake to be inte-

grated with it, including giving a simple interface for integrating with dolfin-adjoint/pyadjoint

as detailed in Bouziani and Ham [106].

9.3.1 Dual Evaluation Interpolation as a Form

Dual evaluation interpolation, defined in defined in Sect. 3.2, is a linear operator between

function spaces

IV : U → V. (9.3.34)

Treating this asM1
6, in equation 9.3.23, we come up with an equivalent uncurried 2-linear form

(M) which we will call ‘interp’.

6technically M̃1, but recall that we are treating V and V ∗∗ as indistinguishable so the tilde is dropped
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Recall from Sect. 3.2 (Eq. 3.2.19) that when we have u =
∑dim(U)−1

i=0 uiψi ∈ U and v =∑dim(V )−1
i=0 uiϕi ∈ V , then we find a dim(V )× dim(U) interpolation matrix Aij

[
IV (;u)

]
(x) =

dim(V )−1∑
i=0

ϕ̄∗
i (;u)ϕi(x) (9.3.35)

=

dim(V )−1∑
i=0

dim(U)−1∑
i=0

Aijujϕi(x) ∈ V ∀u ∈ U. (9.3.36)

In much the same way as the mass matrix is associated with assembling an L2 inner product

(see Sect. 2.4.2), the interpolation matrix is associated with assembling the interp form.

In UFL, we call this form ufl.Interpolate and it is used as follows:

1. Starting with interp as a 0-linear form such that

• u ∈ U is a known ufl.Coefficient and

• v∗ ∈ V ∗ is a known ufl.Cofunction

then we have UFL code

u = Coefficient(U)

v_star = Cofunction(V.dual())

zero_form = Interpolate(u, v_star)

Symbolically, zero_form is

interp(;u, v∗) = v∗(; IV (;u)) = I∗V (; v∗)(;u) (9.3.37)

=

dim(V )−1∑
k=0

dim(V )−1∑
i=0

dim(U)−1∑
j=0

v∗kϕ
∗
k(;Aijujϕi) (9.3.38)

=

dim(V )−1∑
k=0

dim(V )−1∑
i=0

dim(U)−1∑
j=0

v∗kAijuj ϕ
∗
k(;ϕi)︸ ︷︷ ︸
δki

(9.3.39)

=

dim(V )−1∑
i=0

dim(U)−1∑
j=0

v∗iAijuj ∈ K. (9.3.40)

If we assemble this with firedrake.assemble we perform the sums and get a scalar ∈ K,

typically be a Python float or complex.

As before

I∗V : V ∗ → U∗ (9.3.41)

is the adjoint interpolation operator.
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2. If we have a 1-linear form such that

• u ∈ U is a known ufl.Coefficient and

• v∗ ∈ V ∗ is an unknown ufl.Coargument (argument slot 0, a ufl.TestFunction on

a dual function space)

then we have UFL code

u = Coefficient(U)

v_star = Coargument(V.dual(), 0) # or TestFunction(V.dual())

one_form_A = Interpolate(u, v_star)

then, symbolically, one_form_A is the dual evaluation interpolation operation

interp(;u, •) = IV (;u)(; •) (9.3.42)

=

(
dim(V )−1∑

i=0

dim(U)−1∑
j=0

Aijujϕi

)
(; •). (9.3.43)

If we assemble this we get a firedrake.Function (a ufl.Coefficient) in V .

3. If we have a 1-linear form such that

• u ∈ U is an unknown ufl.Argument (argument slot 0, a ufl.TestFunction) and

• v∗ ∈ V ∗ is a known ufl.Cofunction

i.e. we have UFL code

u = Argument(U, 0) # or TestFunction(U)

v_star = Cofunction(V.dual())

one_form_B = Interpolate(u, v_star)

then, symbolically, one_form_B is the adjoint dual evaluation interpolation operation

interp(; •, v∗) = I∗V (; v∗)(; •) (9.3.44)

=

dim(V )−1∑
i=0

dim(U)−1∑
j=0

v∗iAijψ
∗
j (; •) ∈ U∗7 (9.3.45)

i.e. the jth global basis cofunction coefficient in U∗ is given by
∑dim(V )−1

i=0 v∗iAij. If we

assemble this we get a firedrake.Cofunction (ufl.Cofunction) in U∗.

This is the operation performed when doing the ‘adjoint action’ for the annotation of

interpolation in pyadjoint: see section 5.5.1 and specifically the code on page 118.

7To prove this is correct, consider supplying this expression with some u =
∑dim(U)−1

k=0 ukψk, making it a
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4. If we have a 2-linear form such that

• u ∈ U is an unknown ufl.Argument (argument slot 1, a ufl.TrialFunction) and

• v∗ ∈ V ∗ is an unknown ufl.Coargument (argument slot 0, a ufl.TestFunction on

a dual function space)

i.e. we have UFL code

u = Argument(U, 1) # or TrialFunction(U)

v_star = Coargument(V.dual(), 0) # or TestFunction(V.dual())

two_form = Interpolate(u, v_star)

then, symbolically, two_form is the dual evaluation interpolation operation (the interpo-

lation matrix) itself. If we assemble this we get the dim(V )×dim(U) interpolation matrix

Aij as a firedrake.Matrix) (itself now a ufl.Matrix).

As before, we can swap the UFL ufl.Argument and ufl.Coargument argument slot num-

bering

u = Argument(U, 0) # or TestFunction(U)

v_star = Coargument(V.dual(), 1) # or TrialFunction(V.dual())

adj_two_form = Interpolate(u, v_star)

and assemble the 2-form

interp∗ : V ∗ × U → R (9.3.49)

to get the adjoint interpolation operator I∗V with equivalent dim(U)× dim(V ) matrix A∗
ji.

8

9.4 Using the interp Form in UFL and Firedrake

Thus far, we have considered using interp for the linear dual evaluation operation between finite

element function spaces. As was discussed in Sect. 5.5, Firedrake’s interpolation operation

0-linear form:

interp(;u, v∗) =

dim(V )−1∑
i=0

dim(U)−1∑
j=0

dim(U)−1∑
k=0

v∗iAijψ
∗
j (;ukψk) (9.3.46)

=

dim(V )−1∑
i=0

dim(U)−1∑
j=0

dim(U)−1∑
k=0

v∗iAijuk ψ
∗
j (;ψk)︸ ︷︷ ︸
δjk

(9.3.47)

=

dim(V )−1∑
i=0

dim(U)−1∑
j=0

v∗iAijuj ∈ K (9.3.48)

which is the expression for the 0-linear form in Eq. 9.3.40.
8Equivalently we can use UFL’s symbolic adjoint operator: adjoint(Interpolate(u, v_star)) where u

is a ufl.TrialFunction and v_star is ufl.Coargument 0 to get A∗
ji.
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covers both the dual evaluation interpolation operator I, which is linear in its arguments, and

evaluation of some expression ‘expr’, which may not be linear in its arguments. With this in

mind, interp can be treated in the same way. When calculations involving interp are evaluated,

the expression will either (a) have all its arguments specified with a ufl.Coefficient and

ufl.Cofunction, in which case the expression can simply be evaluated prior to dual evaluation,

or (b) will have a ufl.Argument, ufl.Coargument, or both, in which case we have a nonlinear

problem which will require linearisation and iteration to find a solution (as previously discussed).

Returning to our motivating example, we need to be able to express ‘find ν ∈ Vviscosity such

that

F viscosity(u, ν; γ̄∗) = γ̄∗(; f(u, ν; ))

= 0 ∀ γ̄∗ ∈ V̄ ∗
viscosity’

(9.4.1)

as part of our problem statement. This can now be directly represented with the new interp

2-linear form as ‘find ν ∈ Vviscosity such that

interp(; f(u, ν; ), γ∗) = 0 ∀ γ∗ ∈ V ∗
viscosity.’ (9.4.2)

In UFL we would express this as

u = Coefficient(V_velocity)

nu = Coefficient(V_viscosity)

gamma_star = TestFunction(V_viscosity.dual())

f_expr = f(u, nu) # = 0

F_viscosity = Interpolate(f_expr, gamma_star)

where f is a function that returns a nonlinear UFL expression of u and nu representing the

nonlinear constitutive law. Here, gamma_star is the new Coargument type.9

When assembling this, we need to be able to solve the following linear problem during each

Newton iteration: ‘For some νn ∈ Vviscosity, find ν ′ ∈ Vviscosity such that

γ̄∗(; ∂fν(u, ν
n; ν ′)) = −γ̄∗(; f(u, νn; )) ∀ γ̄∗ ∈ V̄ ∗

viscosity’ (9.4.3)

(Eq. 9.1.16). This can be represented as ‘For some νn ∈ Vviscosity, find ν ′ ∈ Vviscosity such that

a(; ν ′, γ∗) = L(; γ∗) ∀ γ∗ ∈ V ∗
viscosity.’ (9.4.4)

9Notice that the interp form uses cofunctions γ∗ rather than γ̄∗ in the problem statement. This is intentional:
the unbarred cofunctions can be thought of as selecting the target interpolation space, in this case Vviscosity,
but are not themselves involved in dual evaluation. Nevertheless, if they are a ufl.Argument they will, once
linearised, lead to the correct dual evaluation calculation detailed in the previous section. See equations 9.4.7
and 9.4.8 for the linearisation.
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where

a(; ν ′, γ∗) = interp(; ∂fν(u, ν
n; ν ′), γ∗) (9.4.5)

L(; γ∗) = −interp(; f(u, νn), γ∗). (9.4.6)

In Firedrake we write this as

u = Function(V_velocity)

nu_n = Function(V_viscosity)

... # assign values to u and nu_n

gamma_star = TestFunction(V_viscosity.dual())

nu_prime = TrialFunction(V_viscosity)

f_expr = f(u, nu_n) # = 0

a = Interpolate(derivative(f_expr, nu_prime), gamma_star)

L = -Interpolate(f_expr, gamma_star)

nu_prime_sol = Function(V_viscosity)

solve(a == L, nu_prime_sol)

Assembling a gives a dim(Vviscosity)×dim(Vviscosity) matrix which is the interpolation operator

IVviscosity
acting on the partial Gateaux derivative ∂fν . Using the notation from chapter 5, we

can write this as

aij =

[
IVviscosity

◦ ∂f
∂ν

∣∣∣∣
u,νn

]
ij

(9.4.7)

which acts on a primal trial function ν ′ ∈ Vviscosity. Assembling L gives a dim(Vviscosity) vector

corresponding to the interpolation of f into Vviscosity (a primal function):

Li = −IVviscosity
(; f(u, ν))i. (9.4.8)

This is in contrast to the assembly of a 1-linear form when solving a PDE which gives the basis

coefficients of a cofunction.10 These can be then be passed to a linear solver at each Newton

iteration, producing the coefficients of a new primal function ν ′ ∈ Vviscosity at each step.

9.4.1 Demonstration Code

At time of writing (January 2024), the interp form has just been implemented (albeit not

directly by the author) in both UFL and Firedrake. When a symbolic Interpolate form is

identified in assembly, Firedrake’s pre-existing interpolation functionality is used. Firedrake’s

assembly mechanisms have had to be extended to allow forms to be composed with other forms,

10Similarly, the matrix aij for solving a PDE (such as the mass matrix) acts on a the basis coefficients of a
primal function, and gives the basis coefficients of a cofunction.
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to allow for interpolation expressed with the interp form within another form, such as an L2

inner product.

Code which demonstrates how the example problem would be solved is shown in Listing 18.

It is not intended to represent a well conditioned problem, but exemplifies the concept.11

After a backwards Euler time discretisation F velocity becomes ‘find un+1 ∈ Vvelocity such that

F velocity
δt (un+1, un, ν; v) =

∫
Ω

un+1 − un
δt

· v + ((un+1 · ∇)un+1) · v + ν∇un+1 · ∇v dx

= 0 ∀ v ∈ Vvelocity.’
(9.4.9)

Firedrake solves coupled equations by formulating them as a single variational problem with

solutions and test functions drawn from so-called ‘mixed’ finite element spaces. Such approaches

were first discussed by Fraeijs de Veubeke [107] and Herrmann [108] and involve creating Carte-

sian products of function spaces from which solutions can be drawn. The formulation becomes

‘find (un+1, ν) ∈ Vvelocity × Vviscosity such that

F ((un+1, ν); (v, γ̄∗)) = 0 ∀ (v, γ̄∗) ∈ Vvelocity × V̄ ∗
viscosity’ (9.4.10)

where

F ((un+1, ν); (v, γ̄∗)) =

∫
Ω

un+1 − un
δt

· v + ((un+1 · ∇)un+1) · v + ν∇un+1 · ∇v dx︸ ︷︷ ︸
F velocity

+ γ̄∗(; f(un+1, ν; ))︸ ︷︷ ︸
F viscosity

. (9.4.11)

To linearise and solve this using Newton’s method, we have to take the Gateaux derivative of

this new F with respect to a member of the mixed function space Vvelocity×Vviscosity. Each of the

two terms of F only act on part of the mixed function, so we can take the Gateaux derivative

of each such term separately and sum them to get the full derivative. This means our existing

mathematics for taking the derivative of F viscosity is still what happens when we reformulate as

a mixed problem.

9.5 Future Work

Eventually Firedrake’s API could be simplified to have only two operations which directly

manipulate data: function and cofunction assignment and assembly. Should one wish to eagerly

perform an operation like interpolation12, one would assemble the interp form. This ought to

11In time, the existing firedrake.interpolate function will be changed to return the symbolic output of
the Interpolate form.

12to, for example, avoid symbolic expression swell when one comes to differentiate it
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allow much more flexibility in the way that Firedrake can be used, as demonstrated here for the

case of dual evaluation interpolation. Other concrete operations, such as Galerkin projection,

will need to be identified and made symbolic.

9.6 Summary of Contributions

I have demonstrated how linear operations can be reformulated as forms. This allows us to

represent them as symbolic objects which can be assembled at a later stage. This work was

the joint work of me, David Ham, Colin Cotter and Nacime Bouziani, all of Imperial College

London.

David Ham and I developed the theory of the interp form. This can be used to represent

dual evaluation interpolation and its adjoint as forms, themselves linear operations. As I have

shown here, this can be used to solve coupled problems where part of the problem formulation

includes interpolating a nonlinear expression of one of the solutions.

This is a whole new class of problems which Firedrake should now be able to solve. I have

demonstrated this for the case of the Burgers equation with a viscosity term dictated by a

nonlinear constitutive law. At time of writing, the interp form has just been implemented in

Firedrake as firedrake.Interpolate. Firedrake is not the only finite element library which

could benefit from this, since the theory is general and forms are a common abstraction in finite

element libraries.
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1 from firedrake import *

2

3 n = 30

4 mesh = UnitSquareMesh(n, n)

5 timestep = 1.0 / n

6

7 # Function Spaces

8 V_velocity = VectorFunctionSpace(mesh, "CG", 2)

9 V_velocity_out = VectorFunctionSpace(mesh, "CG", 1)

10 V_viscosity = FunctionSpace(mesh, "CG", 1)

11 W_sol = V_velocity * V_viscosity

12 W_test = V_velocity * V_viscosity.dual()

13

14 # Functions and Test Functions

15 w = Function(W_sol, name="State")

16 u_ = Function(V_velocity, name="Velocity")

17 w.subfunctions[0].name = "VelocityNext"

18 w.subfunctions[1].name = "Viscosity"

19 u, nu = split(w) # split is for inserting into UFL expressions

20 v, gamma_star = TestFunctions(W_test)

21

22 # Initial Condition

23 x = SpatialCoordinate(mesh)

24 ic = project(as_vector([sin(pi * x[0]), 0]), V_velocity)

25 u_.assign(ic)

26 w.subfunctions[0].assign(ic)

27

28 # burgers equation residual

29 F_velocity = (

30 inner((u - u_) / timestep, v)

31 + inner(dot(u, nabla_grad(u)), v)

32 + nu * inner(grad(u), grad(v))

33 ) * dx

34

35 # Algebraic equation residual (for demonstration,

36 # can be made explicit!)

37 f = 10000 * nu - exp(-inner(u, u))

38 F_viscosity = Interpolate(f, gamma_star)

39

40 # Complete residual

41 F = F_velocity + F_viscosity

42

43 # Save initial condition

44 outfile = File("burgers.pvd")

45 outfile.write(project(u, V_velocity_out, name="Velocity"))

46

47 # Solve

48 t = 0.0

49 end = 0.5

50 while t <= end:

51 solve(F == 0, w)

52 u_.assign(w.subfunctions[0]) # update u_ with u

53 t += timestep

54 outfile.write(project(u, V_velocity_out, name="Velocity"))

Listing 18: Solving the Burgers equation with a viscosity term dictated by a nonlinear consti-
tutive law.
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Chapter 10

Conclusion
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10.1 Conclusion

The aim here was to identify abstractions for representing arbitrary data in the finite element

method, and operators for their interaction with scalar, vector and tensor fields represented as

finite element functions. This has been successfully achieved this for point data which can now

also be represented as finite element functions (Sect. 4.3): in this case, the coordinates are a

vertex-only mesh and the values as the finite element function space of zeroth-order discon-

tinuous Lagrange polynomials on that mesh (P0DG(Ωv)). The dual evaluation interpolation

operation (Sect. 3.2) has been identified as a suitable way of describing interactions between

these data and finite element fields (Sect. 4.4).

The diverse range of scenarios where this abstraction proves useful demonstrates that it

is sufficiently general: Point evaluation of fields represented as finite element functions can

be done by interpolating onto the function space on the vertex-only mesh (mathematics in

Sect. 4.4, implementation in Sect. 4.5.3). Point sources can be represented as these finite

element functions with the interpolation operator and its adjoint giving us an appropriate

forcing function (Sect. 4.6.1).

Differentiation of the interpolation operator has been demonstrated (Sect. 5.5). This allows

optimisation problems and sensitivity analysis involving arbitrary point data and finite element

models to be solved. As a demonstration of PDE constrained optimisation, it was shown that

arbitrary point data can be assimilated, with ease, into finite element models in a way that is

consistent with Bayes’ Theorem (chapter 6).

By considering the dual bases of finite element functions as weighted sums of point evalu-

ations, this work has been extended from point data to arbitrary external data represented on

a domain as outlined in chapter 8. These data could already be represented as finite element

functions, but the new abstraction of point data allows arbitrary dual evaluation interpolations

between them and external input data (see Sect. 8.4.2). These can be used for interacting

with data defined on lines planes or volumes, much as we could with point data: this work has

shown how one can introduce line, plane or volume source or sink terms for a sufficiently dense

mesh (see Sect. 8.4.3).

The ability to interpolate across meshes also allows for model coupling, another form of

model-data interaction. The fact that this all starts from abstractions for point data again

demonstrates the sufficiency of that abstraction. Since the point-evaluation interpolation op-

eration is differentiable and has an adjoint, the arbitrary mesh-to-mesh dual evaluation inter-

polations, and model coupling, do too.

This, other than perhaps model coupling which works as a result of the Firedrake imple-

mentation, is applicable generally in the finite element method framework. One can implement

vertex-only meshes and interpolations onto them as point-evaluations in another library and

achieve the same results. So long as one represents dual bases as sums of point evaluations, one

can extend this work to arbitrary function spaces on other meshes, as has been implemented
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here.

On the implementation side, the new abstractions in Firedrake are entirely parallel safe,

as discussed in chapters 7 and 8. Elsewhere, I have been involved in adding dual spaces to

UFL and Firedrake (chapter 2). This improves the quality of the abstraction that is provided,

making it closer to the mathematical objects we aim to represent. The element local dual

evaluation routines have also been improved, as described in chapter 3, to make better use

of the finite element abstraction provided. By using the correct abstraction there, one can

now compose finite elements from pre-defined ones, and have the dual evaluation operations

efficiently compose as well. Lastly, the work to make dual-evaluation interpolation into a

symbolic operation will, when fully completed, allow new systems of equations to be solved.

10.2 Future work

In each chapter, future work that could add to what has been done has been noted, so the

reader is therefore referred to each such section. Here some more general suggestions are made.

10.2.1 More Applications

The demonstrations here are in no way an exhaustive list of what this work could be used for.

A sensitivity analysis demonstration using firedrake.adjoint would also be a good ad-

dition, for example to investigate the sensitivity of the unknown conductivity measurements

(Sect. 6.2) to the measured data.

There are other opportunities to, relatively straightforwardly, implement real modelling

applications using this work. Nixon-Hill et al. [3] already contains a textbook groundwater

hydrology inverse problem using point data, alongside a glaciological data assimilation example.

This assimilates the MEaSUREs InSAR phase-based velocity map [62] into a model of the

Larcen C ice shelf in Antarctica. The model is built in Icepack [109] which is built on top of

Firedrake and so has access to all its features. Further data assimilation could be done using

other packages built on top of Firedrake: atmospheric flow measurements could be assimilated

into the dynamical core Gusto [102] and various ocean measurements into the ocean model

Thetis [110]. I am aware of work that would use point data in seismic inversion problems built

on top of Firedrake, though none of these have yet been published.

To bring all this work together, one could come up with a multiphysics simulation which

includes data assimilation and model coupling, perhaps even using data from a model produced

by another software package. Firedrake could then operate so-called ‘digital twin’ simulations

[111] where real-life objects or systems are simulated with multiple sets of coupled equations.

These are updated as data becomes available, allowing one to, for example, know the stresses on

an aircraft wing as a result of wind speed measurements and internal deflection measurements.
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10.2.2 Moving Points

As was highlighted when looking at existing capability in Sect. 7.3, moving particles are widely

used and would be a significant addition to Firedrake. The generality of the abstractions of

vertex-only meshes, functions on them, and associated differentiable interpolation operations

are very powerful. Movable vertex-only meshes would, partially, allow for assimilation of moving

point data (for example, assimilating measurements from ocean floats into an ocean model

or balloon trajectories into an atmospheric model) and other moving data (see cross-mesh

interpolation, Chapter 8). A general approach, from a Bayesian point of view, is outlined by

Apte, Jones, and Stuart [112] (see also Cotter, Dashti, and Stuart [113]). The abstraction is a

key difference between other libraries which implement moving points such as Deal.II’s particles:

the point evaluation operator is differentiable without having to resort to cumbersome external

automatic differentiation tools.

Moving points allow tracer methods, where the motion of the vertices (here, Lagrangian

particles) is determined by a velocity vector field on the underlying mesh. In so-called active

tracer methods, the movement of the particles then influences the equations being solved. These

are used for computational fluid simulations in areas ranging from biomedicine [114, 115] to

environmental fluid mechanics [116, 117, 118, 119, 120]. Indeed, any method which involves

moving particles and meshes, such as particle-in-cell methods, would become available.

In the simplest sense, one could implement moving particles by producing a new vertex-only

mesh at each time step. The problem with this is that the two sets of particles have no link to

one another so there’s no obvious way to move data from one to the other. One could somehow

engineer them having the same global index but that would be cumbersome. Nevertheless in a

hypothetical scenario where this was the approach taken, one would create a new function on

the new vertex-only mesh and create an operation that moved data from one to the other via

some PETSc star forest operation.

Since the issue is point identification within a vertex-only mesh, one could create a wrapper

class which creates a single vertex-only mesh for each particle. Point identification and the

assignment of values would then be devolved to the wrapper which can make use of Firedrake’s

interpolation as point evaluation functionality.

Alternatively, assuming one is happy to accept the cost of re-embedding all particles each

time they are moved, one could have the wrapper class control the input coordinates to a vertex-

only mesh Ωv which the input-ordering vertex-only mesh Ωinput-ordering
v is guaranteed to respect.

This would aid solution setting and transfer: values would be members of a function on the

input-ordering vertex-only mesh, which one would interpolate onto the usual vertex-only mesh

for interactions with the parent mesh. To move coordinates, the wrapper class coordinates list

would be updated and a new vertex-only mesh ∆v created with input-ordering ∆input-ordering
v .

Solution transfer would require interpolation from Ωv onto Ωinput-ordering
v , changes in values as

necessary to match the change in coordinates, then assignment to a function on ∆input-ordering
v
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which would then be interpolated onto a function on ∆v.

Ideally we would maintain a single vertex-only mesh and move the vertices: any functions

defined on the mesh would move with it (as currently happens with other meshes that have their

coordinates function changed). If this movement was performed by modifying the coordinates

function, we would need to recalculate the embedding in the parent mesh. That means (1.)

finding the parent mesh cells and (2.) finding the coordinates of the point within the cell. We

can speed up step (1.) by initially assuming that no particles have moved, checking that is the

case, then only relocating those that have: this is the general approach outlined by Martin,

Loth, and Lankford [121] and would be a good first step.

Where we have information about particle trajectory, for example an assigned velocity at

a given time step, we gain access to techniques which track the trajectory of particles. These

avoid the high computational cost of resorting all particles [88] since one can simply work out

whether a particle will move outside of a cell or mesh partition boundary. Many algorithms

are available [122, 87, 123] and they could be combined with the ‘nearest cell’ approach to

avoid known problems with floating point imprecision [88]. The challenge will be to maintain

generality: how do we tell a moving vertex-only mesh that we have velocity information?

At this point we might again consider wrapping up our functionality in something like the

particles classes found in deal.II and LEoPart. Ideally we would avoid the design limitations

these have.1 Before committing to an approach, significant consideration of the correct design

should be undertaken.

Once we have very large numbers of particles involved in computations, load balancing

may become an issue. Gassmöller et al. [89] make relevant suggestions for dealing with this

including repartitioning the parent mesh, adjusting particle density (if the application allowed)

and adjusting the parent mesh to accommodate the particle density (again, if the application

allowed).

To assimilate data from moving particles, one would need to consider all the places where

the misfit functional to minimise is affected by the change in coordinates: the operation that

changes those coordinates would need to be differentiable to minimise with variational assim-

ilation methods. For Firedrake and firedrake.adjoint this would mean ensuring that such

operations are taped for adjoint generation.

Tracing and data assimilation could be tested in the ocean model Thetis [110] and the

atmospheric model Gusto [102], both of which have been built using Firedrake. Tracers would

be useful for studying the movement of pollutants or other substances in the atmosphere or

ocean, whilst moving point data assimilation could be used to produce forecasts.

1Deal.II’s particle implementation, for example, is not suitable for points which move large distances. Those
which move outside cell halos are deleted. To find them again, one has to manually request that they be
re-located [89].
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10.2.3 Moving Mesh to Mesh Interpolation

Once vertex-only mesh vertices are movable, we ought to be able to interpolate between moving

meshes without having to recreate the interpolation object each time. No finite element library,

to the author’s knowledge, has such capability. With a well thought-out API, we ought to be

able to achieve efficient interpolation from lines and planes that move with the flow of a vector

field, data assimilation from moving lines planes or volumes, and coupling between problems

with moving meshes.

10.2.4 Alternative Implementation

To prove the generality of the abstractions that have been identified, it would be useful to

implement them in another library. The most obvious candidate is FEniCSx, the rewrite of

FEniCS [16, 17] which uses UFL and maintains a similar level of abstraction to Firedrake. The

first step would be to check if point cells, and a P0DG finite element on it, can be instatiated

with Basix [39], which FEniCSx uses for finite element tabulation.

NGSolve [22] is another candidate for straightforward implementation since it also maintains

a high level of abstraction and has a UFL-like API, though recent work has coupled its mesh

generation capabilities to Firedrake making this a less attractive proposition. Libraries which

do not maintain the high level of abstraction found in Firedrake and FEniCS ought to be able

to implement the same functionality but could require more work.

Of course no other library (exluding legacy FEniCS) currently supports automated adjoint

generation with dolfin-adjoint/pyadjoint [46], so their are fewer use cases. Nevertheless, any

library that supports adjoint dual-evaluation interpolation would allow for point sources and

sinks, as demonstrated here, and cross-mesh interpolation could be implemented in a similar

way to that outlined in chapter 8.

10.2.5 Querying Geoscientific Model Outputs

Motivation: Data Output from Geoscientific Models

Geoscientific models, particularly those of the earth’s climate, produce very large, unwieldy

data sets. When more supercomputing resources become available, models tend to become

more precise and run for longer, producing bigger and bigger data sets. The Coupled Model

Intercomparison Project (CMIP) data sets provide a good example: these have increased expo-

nentially in size with each report [124] with the sixth phase (CMIP6) producing between 20 and

40 Petabytes of data [125]. So-called ‘big-data’ does not get much bigger than this. Different

models may be simulating the same phenomenon but typically will use one or more different

numerical and discretisation methods (finite volume, finite element, spectral, finite difference

and more) to reach results, any of which will produce data in different formats with different

properties.
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Querying geoscientific models is therefore not a straightforward or unified process. Bespoke

code may have to be written, a time-consuming and easily error-prone endeavour, in order

to investigate some metric of interest: such code may not be referenced or, if it is, may not

give reproducible results without reimplementation. Data is often copied from a data center

instead of using the powerful High Performance Computing (HPC) systems which run the

models and are typically nearest to the storage data centres containing the model outputs.

As well as being inefficient, community commentators [126] [127] have pointed out that such

data movement has associated energy and environmental costs which ought not be neglected.

When comparing some particular statistic across models, especially where such statistics are

complicatedly defined, these challenges are almost guaranteed. Statistic comparison is often

done to quantify uncertainty in headline results (as is done in CMIP). Statistic comparison is

also valuable when developing an understanding of complex phenomena which are known to

occur in nature, have measurements limited due to their temporal or spacial extent, but which

emerge in models such as climate variability and certain ocean currents (see, for example,

Medhaug and Furevik [128]).

Efforts to address the difficulties of model statistic querying are underway. The UK’s

JASMIN HPC cluster [129] and the US’s National Center for Atmospheric Research (NCAR)

CMIP Analysis Platform [130] provide dedicated resources for data analysis of climate and

earth system model data. Common file formats such as NetCDF [131] exist and tools such as

NetCDF Operators [132] and the NCAR Command Language (NCL) [133] provide serialised

tools for their analysis. Integration of NetCDF with traditional data science parsing tools have

also been attempted [124].

Perhaps the most exciting recent development has been Pangeo [134] which provides a stack

for data analysis locally, in the cloud, or on an HPC cluster. The user interface, data model,

computing system, data storage system and resource management system are all separate in-

terchangeable modules. For more on Pangeo, Odaka et. al. [135] provide a good introduction.

HPC and cloud based approaches to model output data analysis using tools like Pangeo is

likely to grow in future with uptake actively encouraged in the community [136] [137] [135].

Indeed, data analysis in the Intergovernmental Panel on Climate Change (IPCC) Sixth Assess-

ment Report (AR6) was meant to have taken such approaches [138].

Solution: An ‘In Situ’ Domain Specific Language for Querying

Available statistics in tools such as Pangeo are necessarily limited to those which have been

pre-programmed into the software. Instead, a Domain Specific Language (DSL) for query-

ing geoscientific models for statistics derived from their saved field data, with generated code

running on the HPC systems closest to the data (hence ‘in situ’ ), is proposed.

The DSL should contain abstractions of the mathematical concepts needed to describe a

particular statistic and compile to produce optimised, scalable, and, crucially, highly parallelised

code (i.e. using multiple computing ‘cores’ or ‘nodes’ distributed across an HPC system) for
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finding it. Should another model need investigating then the same query, written in the DSL,

could be compiled and run for that model. Like UFL, introduced in chapter 1, and the tensor

algebra DSL GEM, introduced in chapter 3, the new DSL should be embedded in another

language such as Python to aid development and allow straightforward interfacing with existing

tools. The language and the tools for parsing and compiling it should be provably correct, freely

and openly available and implement a straightforward referencing procedure so that queries can

be reproduced.

This DSL may have other uses: for example, complex geoscientific models typically do not

output all their field data at every time step due to the quantity of data produced. As well as

providing a tool for querying models, the language could perhaps be used to specify a desired

statistic prior to the running of a model such that it would be output at each time step.

The work described here provides an ideal platform for the development of this DSL. UFL

can now be used to describe point evaluations (chapter 4) as well as line, surface and volume

integrals. One merely needs to read in the external data (in parallel) then use cross-mesh

interpolation operations (chapter 8) to compute the query.

Generic external data input in parallel was the topic of Sect. 8.4.2. All that is left to do

to is to introduce tools that can read the stored NetCFD data in parallel and to deal with the

missing mesh-building infrastructure, as raised in the future work section of chapter 8 (Sect.

8.5). In particular we require a tool for building a mesh at the coordinates of data alongside a

tool for building meshes from a query of, for example, a surface integral.

Firedrake was built from the outset to run in parallel on HPC system since the kinds

of problems it is designed to solve (big PDE systems including ocean and weather models)

often require the enormous computing power an HPC gives you. Firedrake also contains the

infrastructure to enable full reproducibility and referencing of the exact code used to reach a

solution which can be adapted for use here.

Models written in Firedrake can be used as initial test beds. In particular, there is the

glaciological modelling toolkit Icepack [109], the atmospheric model Gusto [102] and the ocean

model Thetis [110].

The completed software should allow any query expressible by the new DSL to be found

for any grid or unstructured mesh based field data set. The design of the language will need

therefore to avoid using the language of specific application areas or particular numerical meth-

ods to ensure its wide use. Work currently being done on UFL is removing most finite-element

specific terminology (elements, for example, will no longer be defined in UFL), nevertheless to

gain traction, it might be necessary to write a layer on top of Firedrake to obfuscate some of

the inner workings.

The earth sciences aren’t the only area where very large quantities of gridded field data are

produced. Pangeo, for example, has found applications in astrophysics [139]. The impact of

this work could therefore be wide-ranging.

If the DSL is sufficiently self contained then it may be desirable to integrate with Pangeo.

213



Below, Pangeo’s architecture is explored to get a sense of how this might be done. Pangeo has

separable pieces which are supposed to be interchangeable2. Working from the bottom up, the

‘foundation’ is the Python programming language, which suits Firedrake. There are 3 supported

‘compute platforms’ - HPC, Amazon Web Services (AWS) and Google Cloud Platform and,

above this 3 ‘processing modes’ which are interactive Jupyter sessions, batch runs of scripts

and the ‘serverless computing’ cloud execution model. Firedrake merely needs a Python virtual

environment in which to run so is agnostic to these. Next there are two ‘N-D Arrays’ pieces:

NumPy and DASK [140]. At this point things start to diverge: under the hood, Firedrake

is an increasingly thin layer around PETSc [10, 9]. Firedrake uses PETSc vectors (Vecs) and

matrices (Mats) for data storage alongside numpy arrays. DASK is a parallel computing tool

that distributes serial tools such as numpy: whilst it’s possible that this could be used alongside

Firedrake, it is not directly compatible with it since Firedrake is already parallelised. Firedrake

would therefore be a new third column at this point and would not be easilly hot-swappable.

At the highest level there are three ‘data models’ for high level data analysis: xarray [141],

Iris [142] and pandas [143]. Firedrake also provides a ‘data model’ in the form of Firedrake

Functions which represent fields and and meshes which represent the domains that those fields

are defined over; data analysis involves manipulating these with UFL and assembly operations.

2see https://pangeo.io/architecture.html#interoperability-in-pangeo
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A.1 Appendix to Chapter 4

A.1.1 Analysis of Point Clouds

Here we analyse how point clouds can considered in the language of meshes and finite elements.

Definition A.1.1 (Point Cloud). A point cloud is a set of N points {Xi}N−1
i=0 ∈ Rn where each

point has values (be they scalar, vector or tensor) associated with it.

Definition A.1.2 (Vertex-Only Mesh). Consider an arbitrary meshed domain Ω ⊂ Rn with

geometric dimension n and some topological dimension dimension ≤ n as typically employed

in the finite element method (see for example [16]). A vertex-only mesh is a disconnected mesh

Ωv ⊆ Ω with topological dimension zero (its cells are vertices) and geometric dimension n.

Why is this useful? A vertex-only mesh provides a method of describing the locations of the

points in a point cloud {Xi} as mesh cells. We can define then a function space on the mesh:

functions in this function space then associate values with each point.

Functions on Vertex-Only Meshes

Let

Ωv ⊆ Ω ⊂ Rn (A.1.1)

be a vertex-only mesh immersed in a parent mesh Ω with N vertices {Xi}N−1
i=0 .

Only one function space need be defined on a vertex-only mesh since the topological dimen-

sion limits the available degrees of freedom. An appropriate function space has no continuity

constraints and should take a single value at each cell. A Polynomial degree 0 Discontinuous

Galerkin (“P0DG”) function space provides these properties. Therefore let

V = P0DG(Ωv) : Ωv → Rm (A.1.2)

For completeness, both the scalar and vector valued function space cases are analysed in

this section. As the analysis will demonstrate, each component of a vector function space like

this can be treated as the equivalent scalar function space. Future analysis need not, therefore,

deal with the vector valued function case and its more cumbersome bookkeeping.

Integration Sums Point Evaluations

Since these functions are only defined at vertices, integration necessarily yields the sum of point

evaluations within the integration domain

∫
Ωv

v(x)dx =
N−1∑
i=0

v(Xi) ∀v ∈ V : Ωv → Rm. (A.1.3)

0Department of Mathematics, Imperial College London
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Notes on the Choice of Function Space and Integration Behaviour

As with other finite element function spaces, functions on a vertex-only mesh are defined by

a union of restrictions to each cell: here, vertices. Each restriction, f̂ , can, in this case, be

described as a polynomial on a local ‘reference’ coordinate K. The local reference coordinate

K is an arbitrary zero dimensional coordinate, and the only possible polynomial is f̂(K) = c

for c ∈ R. This coincides with the definition of P0DG on meshes of higher dimension, so it

makes sense to use that name. In higher dimensions, the value of c depends on the choice of

dual basis functional: there are an infinite number of possibilities with popular choices being

ϕ∗(f̂) =
∫
K
f̂dxK and ϕ∗(f̂) = f̂(X) with X being at the centre of the reference cell K.

In zero dimensions both of these reduce to the value of the function f̂ on the reference

vertex K: for the integration case, Lebesgue integration of a single point over its domain (itself

a point) is the value of f̂ at the point (see the below point about choice of measure). For the

cell centre case, the cell has no extent so its centre is the value at the point itself. The function

space on the vertex-only mesh could equivalently be called P0CG or CG0 (‘Polynomial degree

0 Continuous Galerkin’ or just ‘Continuous Galerkin 0’), but this is less natural: it has no

analogy in higher dimensions and any concept of ‘continuity’ is moot due to the cells being

disconnected.

In zero dimensions there is no Lebesgue measure for performing integration. Nevertheless

integration over a vertex-only mesh is desirable in order to characterise elements of the dual

space as integrals (see for example the use of vertex-only meshes for point forcing). The natural

choice for integrating over a vertex only mesh are Dirac measures dδXi
at each vertex Xi:∫

Ωv

f(x)dδXi
= f(Xi). (A.1.4)

More generally one can define a discrete measure for integrating over a vertex-only mesh as a

weighted sum of Dirac measures. Weightings of 1 are natural because (a) there is no reason to

prefer one vertex over another and (b) different weights can be achieved by taking a Euclidean

inner product of the integrand with a weights function defined on the vertex-only mesh.

Non-Differentiability

Given that the domain Ωv is disconnected and has topological dimension zero a derivative is

difficult to define. For most imaginable purposes therefore,

∇v is undefined ∀ v ∈ V : Ωv → R. (A.1.5)
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Global Basis Functions

Functions in V can be expressed as a sum of D = N ×m global vector valued basis functions

also in V

v(x) =
D−1∑
i=0

viϕi(x) =
N−1∑
i=0

m−1∑
k=0

vikϕik(x) (A.1.6)

where

span({ϕi}D−1
i=0 ) = V (A.1.7)

and

ϕik(x) =

ek if x = Xi,

0 otherwise.
(A.1.8)

where ek is the kth cartesian unit vector (k = 0, . . . ,m− 1).

For scalar valued functions where D = N this simplifies to

v(x) =
N−1∑
i=0

viϕi(x)

span({ϕi}N−1
i=0 ) = V

ϕi(x) =

1 if x = Xi,

0 otherwise.

(A.1.9)

Note that if the function is scalar valued then for a given vertex x = Xi we yield an

appropriate equivalent coefficient vi

v(x) = v(Xi) = vi. (A.1.10)

If the function is vector valued then the same result is obtained for each dimension k =

0, . . . ,m− 1

v(x) · ek = v(Xi) · ek = vik. (A.1.11)

Integrating Global Basis Functions

When integrating a a global basis function from equation A.1.8 it is useful to note that the

Kronecker delta makes an appearance

∫
Ωv

ϕi(x) =
D−1∑
j=0

ϕi(Xj) =
N−1∑
j=0

m−1∑
k=0

ϕik(Xj) =
N−1∑
j=0

m−1∑
k=0

δijek =
m−1∑
k=0

ek ∀ i = 0, . . . , D − 1.

(A.1.12)
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For scalar valued functions this simplifies to

∫
Ωv

ϕi(x) =
D−1∑
j=0

ϕi(Xj) =
N−1∑
j=0

ϕi(Xj) =
N−1∑
j=0

δij = 1 ∀ i = 0, . . . , D − 1. (A.1.13)

L2 Inner Product Equal to l2

Given u, v ∈ V : Ωv → R, it follows from equations A.1.8, A.1.3 and A.1.13 that the L2 inner

product is equal to the l2 inner product of each function.

⟨u, v⟩L2 =

∫
Ωv

u(x)v(x)dx

=

∫
Ωv

N−1∑
i=0

uiϕi(x)
N−1∑
j=0

vjϕj(x)dx

=
N−1∑
i=0

N−1∑
j=0

uivj

∫
Ωv

ϕi(x)ϕj(x)dx (by linearity of integration)

=
N−1∑
i=0

N−1∑
j=0

uivj

N−1∑
k=0

δikδjkdx (from equation A.1.13)

=
N−1∑
i=0

uivi = ⟨u, v⟩l2

(A.1.14)

For real vector valued functions u,v ∈ V : Ωv → Rm, it similarly follows from equations A.1.8,

A.1.3 and A.1.12, that the L2 inner product is equal to the l2 inner products for the k
th vector
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component (k = 0, . . . ,m− 1) of each function.

⟨u,v⟩L2 =

∫
Ωv

〈
u(x),v(x)

〉
l2
dx

=

∫
Ωv

〈D−1∑
i=0

uiϕi(x),
D−1∑
j=0

vjϕj(x)

〉
l2

dx

=

∫
Ωv

〈N−1∑
i=0

m−1∑
k=0

uikϕik(x),
N−1∑
j=0

m−1∑
l=0

vjlϕjl(x)

〉
l2

dx

=
N−1∑
i=0

m−1∑
k=0

N−1∑
j=0

m−1∑
l=0

uikvjl

∫
Ωv

〈
ϕik(x),ϕjl(x)

〉
l2
dx (by linearity of integration

and ⟨·, ·⟩l2)

=
N−1∑
i=0

m−1∑
k=0

N−1∑
j=0

m−1∑
l=0

N−1∑
p=0

uikvjl
〈
ϕik(Xp),ϕjl(Xp)

〉
l2

(from equation A.1.12)

=
N−1∑
i=0

m−1∑
k=0

N−1∑
j=0

m−1∑
l=0

N−1∑
p=0

uikvjl
〈
δipek, δjpel

〉
l2

(also from equation A.1.12)

=
N−1∑
i=0

m−1∑
k=0

N−1∑
j=0

m−1∑
l=0

N−1∑
p=0

uikvjlδipδklδjp (by evaluating ⟨·, ·⟩l2)

=
N−1∑
i=0

m−1∑
k=0

uikvik = ⟨uk, vk⟩l2 k = 0, . . . ,m− 1.

(A.1.15)

A word on complex basis functions, i.e. u, v : Ωv → Cm, our L2 inner product is still the l2

inner product, with the complex conjugate of one set of basis function coefficients∫
Ωv

〈
u(x), v̄(x)

〉
l2
dx = ⟨uk, v̄k⟩l2 k = 0, . . . ,m− 1. (A.1.16)

This analysis focuses on real valued functions.

Mass Matrix is Identity

It is useful to consider equation A.1.14 more closely in the context of the finite element method.

If v is treated as some trial function for which we are seeking a solution with the finite element

method and u an arbitrary test function then the mass matrix M , yielded by the L2 inner
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product, is seen to be the identity matrix.

u, v ∈ V : Ωv → R or u, v ∈ W : Ω→ R

⟨u, v⟩ =
∫
Ωv

u(x)v(x)dx

=
N−1∑
i=0

N−1∑
j=0

uivj

∫
Ωv

ϕi(x)ϕj(x)dx︸ ︷︷ ︸
M

( ≡ uTMv once the integral is discretised)

=
N−1∑
i=0

N−1∑
j=0

uivj

N−1∑
k=0

δikδjkdx ( ≡ uTIIv)

=
N−1∑
i=0

N−1∑
j=0

uivj

N−1∑
k=0

δijdx ( ≡ uTIv)

=
N−1∑
i=0

uivi = ⟨u, v⟩l2 ( ≡ uTv).

(A.1.17)

The same result is found when considering vector valued functions since the same integral

similarly reduces to sums of Kronecker deltas. Note this is only valid for real valued functions.

It is usual for a P0DG function space to yield a diagonal mass matrix where the values at

each diagonal entry Mii are the length/area/volume (in 1D/2D/3D) of the cell with globally

numbered basis function ϕi. Since integration performs point evaluation we implicitly state

that the “size” of each cell has unit length/area/volume (in 1D/2D/3D).

Ciarlet Triple Formulation of Point Evaluation Functions on a Vertex-Only Mesh

A local finite element on a vertex-only mesh can be formulated as a Ciarlet triple [34]

(K,P ,N ). (A.1.18)

For any given vertex Xi ∈ Ωv we define a local coordinate X̃0 ∈ Rn as an arbitrary vertex cell.1

Therefore

K = X̃0. (A.1.19)

P is a local vector valued function space (with value dimension m) of degree zero polynomials

(constants)

f ∈ P where P : X̃0 → Rm. (A.1.20)

1Here we only consider real valued functions.
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The set of k + 1 local linear functional nodes which form a basis for P∗

f ∗ ∈ P∗ where P∗ : P → R

span(N ) = P∗

N = {ϕ∗
i }ki=0

(A.1.21)

are split by dimension l = 0, . . . ,m − 1 with corresponding unit vectors el and and are given

by

let ϕ∗
i = ϕ∗

jl

where 0 ≤ i ≤ k, 0 ≤ j ≤ k + 1

m
− 1, and 0 ≤ l ≤ m− 1,

then ϕ∗
jl(f) = f(X̃j) · el = fl(X̃j)

(A.1.22)

Since there is only one local point X̃j = X̃0 there are only as many nodes as dimensions m

k = m− 1 =⇒ (k + 1)/m− 1 = 0 =⇒ N = {ϕ∗
0i}m−1

i=0 . (A.1.23)

From the definition of the nodal basis in [34] we can now recover our corresponding local basis

functions for each dimension l = 0, . . . ,m− 1

span({ϕi}ki=0) = P
let ϕi = ϕjl

where 0 ≤ i ≤ k, 0 ≤ j ≤ k + 1

m
− 1 and 0 ≤ l ≤ m− 1,

then the nodal basis definition is ϕ∗
pl(ϕjl) = δpj ∀ l

(A.1.24)

which gives a single basis function for each dimension l = 0, . . . ,m− 1

ϕ∗
pl(ϕjl) = ϕjl(X̃p) · el = δpj

X̃p = X̃0 locally =⇒ p = 0

ϕ∗
0l(ϕjl) = ϕjl(X̃0) · el = δ0j =⇒ j = 0

ϕjl(x̃) = el

(A.1.25)

which is the usual global basis function given in equation A.1.8 restricted locally to have domain

x̃ = X̃0 (j = 0). If P is a space of scalar valued functions (m = 1) then no dimension splitting

is required and the analysis simplifies to give one node and one basis function within the finite

240



element
f ∈ P where P : X̃0 → R

f ∗ ∈ P∗ where P∗ : P → R

ϕ∗
i (f) = f(X̃i)

X̃i = X̃0 =⇒ i = 0

N = {ϕ∗
0}

ϕ∗
0(ϕj) = ϕj(X̃0) = δ0j =⇒ j = 0

ϕj = ϕ0 = 1.

(A.1.26)

This element has been added to FIAT [37] and UFL [6] by introducing vertex cells X̃ and,

in FIAT, by defining an appropriate tabulation. The equivalent vector element is generated

automatically by creating a scalar basis for each vector dimension which, as shown in this

analysis, yields the correct result.

When extended to the entire domain we get

(Ki,Pi,Ni) i = 0, . . . , N − 1 (A.1.27)

for each vertex cell Ki = Xi ∈ Ωv. The discontinuous global finite element function space is

then P0DG (Polynomial degree 0 Discontinuous Galerkin) with vertex cells defined as

P0DG(Ωv) = V = {f : f |Xi
∈ Pi, ∀Xi ∈ Ωv}.2 (A.1.28)

As usual

V ∗ = span({Ni}N−1
i=0 ). (A.1.29)

Cofunctions in L2 are Self-Dual

The Reisz representation theorem is outlined in 1.4. As stated there, the mass matrix is the

inner product matrix for the L2 inner product. Since it is identity (equivalently, the L2 inner

product is equivalent to the l2 inner product) then the cofunction to a given function is its

transpose. For complex valued functions the cofunction is the conjugate-transpose.

Interpolation is L2 Galerkin Projection

If we allow the whole domain to take on the value of some particular function then we find that

dual evaluation interpolation, defined in Sect. 3.2 and L2 Galerkin Projection, defined in Sect.

3.3, are equivalent.

Let fv ∈ P0DG(Ωv) be a scalar point evaluation function

fv(x) = IP0DG(Ωv)(; f(x)) (A.1.30)

2Adapted from lecture 2 of [1].
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where f is function on the parent mesh f ∈ FS(Ω). The necessary dual basis functions for dual

evaluation interpolation are outlined in Sect. 4.4.

fv(x) =

f(x) if x = X̃i,

0 otherwise

=
N−1∑
i=0

(fv)iϕi(x)

=
N−1∑
i=0

f(Xi)ϕi(x)

(A.1.31)

using equation A.1.14 we see that this is an L2 Galerkin projection of f into V = P0DG(Ωv)

⟨v, f⟩L2 = ⟨v, f⟩l2 =
N−1∑
i=0

v(Xi)f(Xi) = ⟨v, fv⟩L2 . (A.1.32)

fv is also the global interpolation of f into V = P0DG(Ωv)

[
IP0DG(Ωv)(f)

]
(x) =

D−1∑
i=0

ϕ∗
i (f)ϕi(x)

=
N−1∑
i=0

f(Xi)ϕi(x) by extending equation A.1.22 to the whole

domain with A.1.29 and noting that there is one

basis function per cell on a vertex-only mesh

= fv.

(A.1.33)

If fv is a vector valued point evaluation function for some function f , the same analysis

holds when considering each vector component (fv)k = fv · ek individually: The L2 inner

product is equal to the l2 inner product for (see equation A.1.15) and there is still only one

basis function per cell.

Equivalence with Dirac Deltas

Let Ωv have N vertices {xi}N−1
i=0 .

∫
Ωv

IP0DG(Ωv)(; f(x))dx =
N−1∑
i=0

f(xi) =
N−1∑
i=0

δxi
(; f(x)) =

N−1∑
i=0

∫
Ω

f(x)δ(x− xi)dx (A.1.34)
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where δ(x) is a dirac delta distribution

∫
Ω

δ(x)dx =

1 if x = 0,

0 otherwise
(A.1.35)

and each δxi
is a dirac delta linear functional which performs point evaluation at each xi

δxi
: V → R where δxi

(; f) = xi, ∀ f ∈ V. (A.1.36)

Note that δxi
cannot be represented in L2. To get entirely expected behaviour when taking

derivatives with respect to f , for example when formulating a functional to minimise then

performing mesh refinement, we require f ∈ H1 in 1 dimension or f ∈ H2 for higher dimensions.

A.1.2 Details of the DMSwarm vertex-only mesh implementation

With reference to Lange et al. [47] we create a new mesh topology associated with the DMSwarm

(a new VertexOnlyMeshTopology class). We instantiate a vertex-only mesh in Firedrake with

a new VertexOnlyMesh constructor which associates this topology with geometric information,

returning the usual MeshGeometry type used to represent Firedrake meshes.

At present, the VertexOnlyMesh constructor requires both a ‘parent’ mesh and list of co-

ordinates at which to create vertices. We firstly store the list of coordinates of each vertex on

the DMSwarm as a DMSwarm ‘field’3. DMSwarm fields associate some piece of data with each

entity (each vertex) in the DMSwarm (see the DMSwarm documentation in the PETSc manual

for more information).

A full list of the DMSwarm fields used for Firedrake vertex-only meshes at the time of

writing can be found in Sect. A.3.2.

A.1.3 PyOP2 Details for Interpolating onto a Vertex-Only Mesh

In step (c) of Sect. 4.5.3, we need to ensure that we only compute the kernel produced by TSFC

where we have some X̂i (i.e. once per vertex-only mesh cell Xi) and provide the appropriate

global basis functions and basis function coefficients of u(x) on the parent mesh cell. PyOP2 has

three key data structures which are relevant here: Maps, Sets and Dats. Sets are equivalent to

their mathematical counterparts: they are sets of entities, typically globally defined for a whole

mesh such as mesh vertices or global basis function coefficients. Maps are mappings between

Sets which can be used to control kernel execution. Imagine one has two Sets of entities A and

3One could consider this a pollution of the mesh topology with geometric information. However, all Firedrake
meshes (of type MeshGeometry) require a mesh topology at creation whilst creation of a VertexOnlyMeshTopol-
ogy class from a DMSwarm does not require this field or any of the subsequently mentioned DMSwarm fields.
We can therefore consider this as an ‘adding on’ of extra information through a convenient feature of the
implementation.
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B between which we have constructed a Map m. For each entity a ∈ A, the Map m will provide

us the associated subset of entities b ∈ B. If we make the Set A our iteration set, PyOP2 will

run the TSFC kernel once for each entity a ∈ A: we can then use m to get associated values

b ∈ B which we provide to the kernel. These are laid out in detail in Rathgeber et al. [15].

We create a Map from the Set of vertex-only mesh vertices4 to the Set of parent mesh

nodes which we store on the vertex-only mesh. The latter correspond to the global basis

functions and basis function coefficients of u(x) on each parent mesh cell. Upon vertex-only

mesh construction in Firedrake, we expose a Map from vertex-only mesh cell number to parent

cell number using the previously identified Firedrake cell number for each Xi ∈ Ωv. Firedrake’s

implementation of finite element function spaces, FunctionSpace, and their Functionmembers

always expose a Map from mesh cell to associated nodes. When performing the interpolation

in Firedrake, we therefore compose the two Maps using functionality that was specially written

for this application but which has since been absorbed into PyOP2 itself.5

PyOP2 Dats are used to store data defined over an entire mesh such as the values of a

Function in a FunctionSpace. Returning to step (b), we rely on the existing dual-evaluation

interpolation functionality which packs the kernel output into the Dat of the previously created

Function. We get a kernel output for each member of the iteration set of our Map, here

the cells Xi ∈ Ωv, each of which is written to the appropriate location in the Dat. Here the

previously created Function is in P0DG(Ωv): whilst the TSFC kernel produced values that can

be considered as still being on the parent mesh, they are point evaluations of the correct shape

and value so can be assigned directly to the corresponding vertex-only mesh cell Xi. PyOP2

provides structures for storing data that kernels produce (Dats) and for providing mappings

between lists to dictate kernel execution (Maps). Details of these can be found in Rathgeber

et al. [15]. To execute over each cell of the vertex-only mesh, but run on the correct cell of the

parent mesh, a PyOP2 Map from vertex-only mesh cell number to parent mesh cell number is

created6 and is stored on the vertex-only mesh.

A.1.4 Runtime Tabulation with a FInAT QuadratureElement

Quadrature rules in FInAT use a FInAT AbstractPointSet to represent the points in the

quadrature rule. This, along with the Q identity tensor, is produced by FInAT when requesting

the dual_basis of the QuadratureElement (see Sect. 3.7). For runtime tabulation, we can

use the UnknownPointSet created for this purpose (previously described in Sect. 3.8): we

instantiate it with a GEM Variable representing a single point of shape (1, dim(K)) where

dim(K) is the topological dimension of the reference cell. When TSFC compiles the kernel this

4the cell Set, available upon construction for all meshes
5In the case of extruded meshes, described in [48], a the vertex-only mesh has Maps from its cell Set to the

parent mesh base cell number and extrusion height. We use these together to build the Map from vertex-only
mesh cells to the nodes on the extruded parent mesh.

6In the case of extruded meshes, described in [48], a mapping from vertex-only mesh cell to base mesh cell
and extrusion height is also required.
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is left as a kernel argument which we can supply.
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A.2 Appendix to Chapter 5

A.2.1 Finite Dimensional Gateaux Deriviative Example

In finite element function spaces we have a known set of global basis functions which allows

us to write these derivatives as a finite-dimensional tensor operator multiplied by a linear

perturbation. If, for example, U := RU and V := RV we have

u =


u0
...

uU−1

 ∈ RU (A.2.1)

and

f(u) =


f0(u)
...

fV−1(u)

 ∈ RV . (A.2.2)

The Gateaux derivative is then (with reference back to the notation introduced in equation

5.2.10)

dfu(u;u
′) =


∂f0
∂u0

∣∣
u

. . . ∂f0
∂uU−1

∣∣
u

...
. . .

...
∂fV −1

∂u0

∣∣
u

. . . ∂fV −1

∂uU−1

∣∣
u


︸ ︷︷ ︸

∈RV ×RU

·


u′0
...

u′U−1


︸ ︷︷ ︸

∈RU

∈ RV (A.2.3)

:=
df

du

∣∣∣∣
u

· u′ (A.2.4)

where RV ×RU is the Cartesian product of the two spaces. We now see that, in the above finite

dimensional vector spaces, dfi
duj

∣∣
u
is the commonly used definition of the Jacobian matrix [Jf ]ij

applied to u′j.

Given that we typically deal with discretised equations where our Gateaux derivative is a

finite dimensional tensor, it is useful to introduce some compact notation. Each element of our

rank-1 tensor (i.e. a vector) is

dfu(u;u
′)i =

U−1∑
j=0

∂fi
∂uj

∣∣∣∣
u

u′j (A.2.5)

:=
∂fi
∂uj

∣∣∣∣
u

u′j (A.2.6)

:=

[
df

du

∣∣∣∣
u

]
ij

u′j (A.2.7)

where we have used the convention in equations A.2.6 and A.2.7 of summing over repeated
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indices. In equation A.2.7 df
du

∣∣
u
is our ordinary Gateaux derivative which we have discretised

and supplied a direction u′j. Since we have a function of a single argument, it is equal to to the

partial Gateaux derivative ∂fu(u;u
′)i :− [∂f

∂u

∣∣
u
· u′]i.

A.2.2 Gateaux Derivative Chain Rule Example

This example demonstrates how each term in the chain rule can be broken down into simple

uncoupled calculations which can then be substituted back together.

We start with

J(v) =

∫
v2 dx ∈ R (A.2.8)

and let

[J ◦ f ](u) =
∫
f(u)2 dx ∈ R (A.2.9)

where

f(u) = 2u3 ∈ V. (A.2.10)

We want
d[J ◦ f ]

du

∣∣∣∣
u

· u′ (A.2.11)

which we will find using equation 5.2.27. We substitute

v = f |u (A.2.12)

such that

J(v) =

∫
v2 dx (A.2.13)

and find the left-most term in our chain rule

d[J ◦ f ]
du

∣∣∣∣
u

· u′ =
(
dJ

dv
· v′
)∣∣∣∣

v=f |u

=

(∫
2v dx · v′

)∣∣∣∣
v=f |u

=

∫
2f |u dx · v′|v=f |u

(A.2.14)

where we have used the linearity of the derivatives applied to integrals (which itself could be

a step in the chain rule but here is skipped over!). We now find v′ at v = f |u, the right-most

term in our chain rule:

v′|v=f |u =
df

du

∣∣∣∣
u

· u′

= 6u2 · u′.
(A.2.15)
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Substituting everything back we get

d[J ◦ f ]
du

∣∣∣∣
u

· u′ =
∫

2f |u dx · 6u2 · u′. (A.2.16)

The expression for f |u is specifically not substituted in here since we are not trying to get

a big unifying expression for d[J◦f ]
du

∣∣∣∣
u

· u′: we assume that we have already calculated f |u for

some particular value of u and are propagating it through the chain rule from right to left. If

we wanted to add another term to the chain rule such that we calculate

d[J ◦ f ◦ h]
dx

∣∣∣∣
x

· x′ = dJ

dv

∣∣∣∣
v=f |u

· df
du

∣∣∣∣
u=h|x

· dh
dx

∣∣∣∣
x

· x′︸ ︷︷ ︸
u′|u=h|x︸ ︷︷ ︸

v′|v=f |u

(A.2.17)

where

h : X → U (A.2.18)

for some particular x ∈ X we would need to start by finding

u = h|x (A.2.19)

then propagate that information from the right of equation A.2.17 to the left by first calculating

u′|u=h|x =
dh

dx

∣∣∣∣
x

· x′ (A.2.20)

then calculating

v′|v=f |u =

(
df

du
· u′
)∣∣∣∣

u=h|x

= (6u2 · u′)|u=h|x .

(A.2.21)

In the notation of equations 5.2.26 and 5.2.34 this is the same as working from inner expressions

to outer. It is this propagation of information from the right to the left (or inner to outer) that

forms the basis of the forward or tangent-linear mode of Algorithmic/Automatic Differentiation

(AD).

We could work from left to right but we would need to have access to pre-calculated values

of v = f |u and u = h|x at each step. This is the basis of the reverse or adjoint mode7 of

AD where such values are saved from a pre-calculated running of whatever it is one wishes to

differentiate (here [J ◦ f ◦ h]).
The term ‘tangent-linear’ is used since we take a derivative at a chosen point x: To take a

7sometimes called cotangent linear mode.
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simple example, the derivative of the nonlinear function f(x) = x3 is another nonlinear function
df
dx
(x) = 3x2. If I evaluate this at some point (such as x = 1) I get a value for the derivative at

that point (df
dx

∣∣
1
= 3) which is the gradient of a tangent to the original function at that point.

In the multidimensional or gateaux derivative (without giving a direction x′) cases this is the

same as saying my gradient operator, here d[J◦f◦h]
dx

, is a linear operator when I evaluate it at a

chosen point (i.e. do d[J◦f◦h]
dx

∣∣
x
).

A.2.3 The Adjoint Approach with the Alternative Adjoint Defini-

tion

In each case we need to look at our intermediate Jacobians evaluated at given points:

dJv(v; •) : V → R for given v ∈ V, (A.2.22)

∂fu(u, g; •) : U → V for given u ∈ U, g ∈ G, (A.2.23)

∂fg(u, g; •) : G→ V for given u ∈ U, g ∈ G, (A.2.24)

dhm(m; •) :M → U for given m ∈M, (A.2.25)

dkm(m; •) :M → G for given m ∈M. (A.2.26)

The •† adjoints of these (taken with respect to a particular inner product) are

dJ†
v(v; •) : R→ V for given v ∈ V, (A.2.27)

∂f †
u(u, g; •) : V → U for given u ∈ U, g ∈ G, (A.2.28)

∂f †
g (u, g; •) : V → G for given u ∈ U, g ∈ G, (A.2.29)

dh†m(m; •) : U →M for given m ∈M, (A.2.30)

dk†m(m; •) : G→M for given m ∈M. (A.2.31)

and similarly use these in the •† adjoints of our ‘hat’ operators

ĵ†(; •) = I(; •) : R→ R ∀ j ∈ R (A.2.32)

v̂†(; •) = ∂J†
v

(
v; ĵ†(; •)

)
: R→ V for given v ∈ V, (A.2.33)

û†(; •) = ∂f †
u

(
u, g; v̂|†v=f |u,g(; •)

)
: R→ U for given u ∈ U, g ∈ G, (A.2.34)

ĝ†(; •) = ∂f †
g

(
u, g; v̂|†v=f |u,g(; •)

)
: R→ G for given u ∈ U, g ∈ G, (A.2.35)

m̂†(; •) = dh†m

(
m; û|†u=h|m,g=k|m(; •)

)
+ dk†m

(
m; ĝ|†u=h|m,g=k|m(; •)

)
: R→M for given m ∈M.

(A.2.36)

The full •† adjoint Jacobian for our example is m̂†(; •). Supplying any of these with a direction

vector j′ ∈ R gives a •† adjoint Jacobian vector product. As in the other derivation, to recover
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the Jacobian operator for our example we supply a seed of j′ = 1 to m̂† and take the •† adjoint
of m̂†(; 1): i.e. [

m̂†(; j′ = 1)
]† · • = d[J ◦ f ◦ (h, k)]m(m; •) (A.2.37)

and, again, were J : V → X and we had a complete basis for X then, by operating on each

basis vector in turn, we would be able to recover the complete •† adjoint-Jacobian.

Our operations still break down conveniently giving an adjoint variable each time

j̄ = I(; j̄) ∈ R (A.2.38)

v̄ = ∂J†
v(v; j̄) ∈ V for given v ∈ V, (A.2.39)

ū = ∂f †
u(u, g; v̄) ∈ U for given u ∈ U, g ∈ G, (A.2.40)

ḡ = ∂f †
g (u, g; v̄) ∈ G for given u ∈ U, g ∈ G, (A.2.41)

m̄ = dh†m(m; ū) + dk†m(m; ḡ) (= m̂†(; j̄)) ∈M for given m ∈M. (A.2.42)

These are the same as those in the main derivation but, in each case, have been transformed

by Riesz representer for the particular inner product that gives the •† adjoint here. Alongside
equations A.2.27 to A.2.31 these form a DAG which is shown pictorially in figure A.1.

In our alternative notation the •† adjoints of the intermediate Jacobians are

dJ

dv

∣∣∣∣†
v

· • : R→ V for given v ∈ V, (A.2.43)

∂f

∂u

∣∣∣∣†
u,g

· • : V → U for given u ∈ U, g ∈ G, (A.2.44)

∂f

∂g

∣∣∣∣†
u,g

· • : V → G for given u ∈ U, g ∈ G, (A.2.45)

dh

dm

∣∣∣∣†
m

· • : U →M for given m ∈M, (A.2.46)

dk

dm

∣∣∣∣†
m

· • : G→M for given m ∈M. (A.2.47)
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Figure A.1: Directed Acyclic Graph (DAG) for the operations given in equations A.2.27 to
A.2.31; linked by the intermediate output variables in equations A.2.38 to A.2.42. Functions
are in large boxes with input and output variables directly connected. In practice the initial
identity operation is skipped. The blocks associated with each operation in pyadjoint which
annotate each operation and allow derivatives to be calculated (see section 5.4) are shown as
thick boxes. The vector spaces that variables are members of are shown below each set in
red. This DAG is very similar to the original example and TLM DAGs (figures 5.1 and 5.2
respectively) but with arrow directions reversed. Once again we see that for each variable we
have a corresponding adjoint variable. Operations are now Jacobian evaluations although not
all the blocks have arrows pointing towards them which makes implementing this difficult. How
this is fixed is discussed and fixed in section A.2.5.
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The •† adjoints of our ‘hat’ operators are

ĵ†(; •) = I∗(; •) = I(; •) : R→ R ∀ j ∈ R (A.2.48)

v̂†(; •) = ∂J

∂v

∣∣∣∣†
v

· ĵ†(; •) : R→ V for given v ∈ V, (A.2.49)

û†(; •) = ∂f

∂u

∣∣∣∣†
u,g

· v̂|†v=f |u,g(; •) : R→ U for given u ∈ U, g ∈ G, (A.2.50)

ĝ†(; •) = ∂f

∂g

∣∣∣∣†
u,g

· v̂|†v=f |u,g(; •) : R→ G for given u ∈ U, g ∈ G, (A.2.51)

m̂†(; •) = dh

dm

∣∣∣∣†
m

· û|†u=h|m,g=k|m(; •) +
dk

dm

∣∣∣∣†
m

· ĝ|†u=h|m,g=k|m(; •) : R→M for given m ∈M,

(A.2.52)

we get the full Jacobian for example by

[
m̂†(; j′ = 1)

]† · • = d[J ◦ f ◦ (h, k)]
dm

∣∣∣∣
m

· •, (A.2.53)

and the intermediate vectors (adjoint variables) for downstream-most seed j̄ (which we use to

calculate the full Jacobian) are

j̄ = I(; j̄) ∈ R (A.2.54)

v̄ =
∂J

∂v

∣∣∣∣†
v

· j̄ ∈ V for given v ∈ V, (A.2.55)

ū =
∂f

∂u

∣∣∣∣†
u,g

· v̄ ∈ U for given u ∈ U, g ∈ G, (A.2.56)

ḡ =
∂f

∂g

∣∣∣∣†
u,g

· v̄ ∈ G for given u ∈ U, g ∈ G, (A.2.57)

m̄ =
dh

dm

∣∣∣∣†
m

· ū+ dk

dm

∣∣∣∣†
m

· ḡ (= m̂†(; j̄)) ∈M for given m ∈M. (A.2.58)

A.2.4 Discretisations of TLM and Adjoint Action

This can be read as continuing from the end of section 5.4.2. If our block f had a sec-

ond output variable x ∈ X (i.e. f(u, g) ∈ X × V is a matrix valued function) then the

evaluate_tlm_component method involving ẋ ∈ X for finite dimensional vector spaces would
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be

(ẋl, v̇z)(uk, gj; u̇k, ġj) =

dim(U)∑
k=1

dim(G)∑
j=1

∂fu(uk, gj;u
′
k = u̇k)lz + ∂fg(uk, gj; g

′
k = ġj)lz (A.2.59)

:=

dim(U)∑
k=1

dim(G)∑
j=1

[
∂f

∂u

∣∣∣∣
u,g

]
lzkj

· u̇k +
[
∂f

∂u

∣∣∣∣
u,g

]
lzkj

· ġj (A.2.60)

where (ẋl, v̇z) are entries in the matrix formed by X ×V . For adjoint-inputs v̄ ∈ V and x̄ ∈ X,

the evaluate_adj_component method would give be

ū∗1l(; •) =
dim(V )∑
k=1

dim(X)∑
j=1

v̄∗
(
; ∂fu(u, g; •)kl

)
1k

+ x̄∗
(
; ∂fu(u, g; •)jl

)
1j

for given u ∈ U, g ∈ G

(A.2.61)

:=

dim(V )∑
k=1

dim(X)∑
j=1

v̄∗1k ·
[
∂f

∂u

∣∣∣∣
u,g

]
kl

· •+ x̄∗1j ·
[
∂f

∂u

∣∣∣∣
u,g

]
jl

· • (A.2.62)

and

ḡ∗1l(; •) =
dim(V )∑
k=1

dim(X)∑
j=1

v̄∗
(
∂fg(u, g; •)kl

)
1k

+ x̄∗
(
∂fg(u, g; •)jl

)
1j

for given u ∈ U, g ∈ G

(A.2.63)

:=

dim(V )∑
k=1

dim(X)∑
j=1

v̄∗1k ·
[
∂f

∂g

∣∣∣∣
u,g

]
kl

· •+ x̄∗1j ·
[
∂f

∂g

∣∣∣∣
u,g

]
jl

· •. (A.2.64)

A.2.5 Adjoint Mode Subtlety

When executing a program we sometimes have loops where we write to a variable multiple

times - these are so-called program variables. This is incompatible with a Directed Acyclic

Graph (DAG) since this would introduce cycles. In order to fully tape a program we need to be

able to recreate all variables, including those which have been overwritten. We hence introduce

the concept of forward block variables which, when recording or re-running a tape, can only be

written to once but can be read multiple times. Each time a program variable is written to it

creates a new forward block variable. It is the tape therefore, not the original program, which

is a DAG.

As mentioned previously TLM variables are block variables, more specifically they are for-

ward block variables: they are also written to exactly once, in this case by a block which

annotates our program, but can be read multiple times by downstream blocks. Each block has

a well defined way of creating a TLM variable which is clearly given by the multivariate chain

rule:
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1. Initialise the TLM variable to zero,

2. pick a forward block variable argument (pictorially, an arrow pointing into the block),

3. take the block’s Jacobian with respect to that argument,

4. apply the Jacobian to the argument’s corresponding TLM variable (which is guaranteed

to have already been calculated upstream),

5. add the result to the TLM variable and

6. return to step 2 until all arguments have been used.

In the adjoint mode we traverse our tape from downstream to up: i.e. we reverse all the

arrows in the tape’s DAG. We therefore introduce the concept of reverse block variables which

have the opposite properties of forward block variables: they can be written to multiple times

but can only be read once. Adjoint variables are reverse block variables. Since we are using the

same DAG, just in reverse, we associate reverse block variables with forward block variables:

in pyadjoint this is a BlockVariable type.

In adjoint mode, at the level of a block, pyadjoint

1. finds the partial derivative Jacobian of its operation with respect to a particular forward

block variable argument

2. takes an adjoint variable received from downstream8 and,

3. takes the adjoint of the partial derivative Jacobian and applies it to the adjoint variable.

A new adjoint variable is created by summing together the outputs of this process for the

relevant blocks (see, for example, the creation of m̄∗ in 5.3.87).

This works from the point of view of creating a working AD tool, but the summation

notably does not happen at block level, instead it relies on some global knowledge of the need

to perform a sum. If we wish to consider the tape as being composed purely of blocks, an

interesting question to ask is whether we can describe the creation of adjoint variables at the

level of a block.

We can do this by limiting each forward or reverse block variable in the DAG of the tape

to having a single arrow leaving it. Each block’s adjoint variable is then found by performing

the three steps above. To ensure each block variable only has a single arrow leaving it we need

to introduce a hidden operation which distributes the forward block variables. In our example

DAG this is an assignment operation which occurs after our variable m but before operations

h and k

stack(m) =

(
m

m

)
=

(
m0

m1

)
. (A.2.65)

8At this point the downstream adjoint variable could be deleted: this is not done in pyadjoint at present but is
an open issue as a potential enhancement. See https://github.com/dolfin-adjoint/pyadjoint/issues/84.
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Now our DAG is defined to be

J : V → R i.e. J(v) ∈ R, (A.2.66)

f : U ×G→ V i.e. f(u, g) ∈ V, (A.2.67)

h :M → U i.e. h(m0) ∈ U, (A.2.68)

k :M → G i.e. k(m1) ∈ G, (A.2.69)

stack :M →M ×M i.e. stack(m) ∈M ×M, (A.2.70)

where

j = J |v (A.2.71)

v = f |(u,g) (A.2.72)

u = h|m0 (A.2.73)

g = k|m1 (A.2.74)(
m0

m1

)
= stack|m. (A.2.75)

This is shown pictorially in figure A.2.

Each of m0 and m1 has an associated adjoint covector variable given by

m̄∗
0 = ∂h∗m0

(m0; ū
∗) (A.2.76)

m̄∗
1 = ∂k∗m1

(m1; ḡ
∗). (A.2.77)

The Gateaux derivative of stack with respect to m is

dstackm :M × M︸︷︷︸
linear

→M ×M (A.2.78)

where

dstackm(m;m′) :=
∂

∂m

[(
m

m

)] ∣∣∣∣∣
m

·m′ (A.2.79)

=

(
1

1

)
·m′ ∈M ×M. (A.2.80)

The ‘Jacobian’ linear operator is

dstackm(m; •) =
(
1

1

)
· • :M →M ×M for given m ∈M. (A.2.81)
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Figure A.2: Directed Acyclic Graph (DAG) for the operations given in equations A.2.66 to
A.2.70 linked by the intermediate output variables in equations A.2.71 to A.2.75. Functions
are in large boxes with input and output variables directly connected. Associated Tangent
Linear Mode (TLM) variables are shown with dots above, whilst adjoint mode variables (in
primal form) have bars above. The vector spaces that variables are members of are shown
below each set in red.
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For the TLM mode we supply this with ṁ and get two copies of ṁ out(
ṁ0

ṁ1

)
= dstackm(m; ṁ) =

(
1

1

)
·m =

(
ṁ

ṁ

)
∈M ×M for given m ∈M (A.2.82)

which shows us that the TLM mode calculations are the same and continue to share the form

of the DAG for the original calculation. For completeness the TLM DAG is shown in figure

A.3.
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Figure A.3: Directed Acyclic Graph (DAG) for the tangent linear mode of AD applied to the
operations given in equations A.2.66 to A.2.70 updated from figure 5.3 to include the new stack
operation. Functions are in large boxes with input and output variables directly connected. In
practice the initial identity operation is skipped. The blocks associated with each operation in
pyadjoint which annotate each operation and allow derivatives to be calculated (see section 5.4)
are shown as thick boxes. The vector spaces that variables are members of are shown below
each set in red.

For the adjoint mode we have

dstack∗m(m; •) = • ·
(
1

1

)
: (M ×M)∗ →M∗ for given m ∈M (A.2.83)

where

(M ×M)∗ =M∗ ×M∗. (A.2.84)

The covector this operates on is(
m̄0

m̄1

)∗

=
(
m̄∗

0 m̄∗
1

)
∈ (M ×M)∗ for given m ∈M. (A.2.85)
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which gives our adjoint variable covector m̄∗

m̄∗ = dstack∗m(m;
(
m̄∗

0 m̄∗
1

)
) =

(
m̄∗

0 m̄∗
1

)
·
(
1

1

)
= m̄∗

0 + m̄∗
1 ∈M∗ (A.2.86)

which is our expression for m̄∗ in equation 5.3.87.

The stack operation hasn’t got a block in pyadjoint. Nevertheless imagining its existence

shows us what to do with adjoint variables at the block level: for each forward block variable

argument a block has we add our adjoint variable to the associated reverse block variable.

The updated adjoint mode DAG for approach (2) is shown in figure A.4: notice h and k

blocks now have single inputs and no longer overlap with an addition operation. Instead it can

be seen that the addition takes place in dstack∗m.

𝐽

𝑓𝑑𝐽!∗ 𝑣̅∗

𝑢'∗

∈ 𝑉∗

∈ 𝑈∗

Forward,	Tangent	Linear	and	Downstream Direction

𝑗
∗

∈ ℝ

𝑔̅∗

∈ 𝐺∗

Reverse,	Adjoint	and	Upstream Direction

𝐼𝑗
∗

∈ ℝ

𝜕𝑓#∗

𝜕𝑓$∗

ℎ

𝑑ℎ%∗

𝑘

𝑑𝑘%∗ 𝑚4&∗

∈ 𝑀∗

𝑚4'∗

∈ 𝑀∗

𝑑stack%∗
(+)

𝑚4∗

∈ 𝑀∗

Figure A.4: Directed Acyclic Graph (DAG) for the adjoint mode of AD (via approach (2)
outlined in section 5.3.2) applied to the operations given in equations A.2.66 to A.2.70 updated
from figure 5.3 to include the new stack operation. Functions are in large boxes with input and
output variables directly connected. In practice the initial identity operation is skipped. The
blocks associated with each operation in pyadjoint which annotate each operation and allow
derivatives to be calculated (see section 5.4) are shown as thick boxes. The vector spaces that
variables are members of are shown below each set in red.
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A.3 Appendix to Chapter 7

A.3.1 Calculating L1 distances from Barycentric Coordinates

This section draws on text and diagrams in the API documentation I wrote for the FIAT library

where this was implemented.

0 1
𝑥$

𝑋&! = −0.5

𝛼! = 0.5
𝛽! = −0.5

0.5 0

𝑋&" = 1.25

𝛼" = −0.25
𝛽" = 1.25

0.25

𝑥$!

𝑥$"

0 1
0

1
𝑋&! = (1, 1)

1

𝑋&" = (0.5, −0.5)

0.5
𝑋&# = (−0.25, −0.5)

0.75

𝛼! = −1.0
𝛽! = 1.0
𝛾! = 1.0

𝛼" = 1.0
𝛽" = 0.5
𝛾" = −0.5

𝛼# = 1.75
𝛽" = −0.25
𝛾" = −0.5

(a)

(b)

Figure A.5: Barycentric coordinates and L1 distances on a reference interval (a) and triangle
(b).

The L1 distances of points from the reference cell, in the reference cell (local) coordinates

system, are calculated with the help of Barycentric coordinates. These exist specifically to

identify the relationship of point locations relative to simplices so that one can tell whether a

point is inside or outside the simplex.

Simplices in 1D, 2D and 3D are the interval, the triangle, and the tetrahedron. In Fire-

drake, the reference interval has vertices (0, 1) and a scalar reference coordinate x̂. The two

corresponding Barycentric coordinates α and β are defined in terms of the vertices P0 = 0 and

P1 = 1 as

x̂ = αP0 + βP1 where (A.3.1)

α + β = 1. (A.3.2)

The solution is

α = 1− x̂ (A.3.3)

β = x̂. (A.3.4)
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If both α and β are positive, the point is inside the reference interval. If either are negative for

some x̂, we are outside the interval and the L1 distance9 to the interval is the absolute value of

the negative Barycentric coordinate.

The reference triangle has vector coordinates x̂ and vertices

P0 = (0, 0), (A.3.5)

P1 = (1, 0) and (A.3.6)

P2 = (0, 1) (A.3.7)

(see Fig. A.5 (b)). There are now 3 Barycentric coordinates defined as

(x̂0, x̂1) = α× P0 + β × P1 + γ ∗ P2 where (A.3.8)

α + β + γ = 1.0 (A.3.9)

which has solution

α = 1− x̂0 − x̂1 (A.3.10)

β = x̂0 and (A.3.11)

γ = x̂1. (A.3.12)

Once again, if any of these are negative for an x̂, the point is outside the cell. This time the

absolute sum of any negative Barycentric coordinates is the L1 distance.

This is also true for the reference tetrahedron with vertex coordinates

P0 = (0, 0, 0), (A.3.13)

P1 = (1, 0, 0), (A.3.14)

P2 = (0, 1, 0) and (A.3.15)

P3 = (0, 0, 1). (A.3.16)

where we have four Barycentric coordinates defined as

α = 1− x̂0 − x̂1 − x̂2 (A.3.17)

β = x̂0, (A.3.18)

γ = x̂1, and (A.3.19)

δ = x̂2. (A.3.20)

Once again, the absolute sum of any negative Barycentric coordinates is the L1 distance.

For these three simplices we can now calculate the L1 distance with a common method on

9which is identical to the l2 or Euclidean distance
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the base UFCSimplex FIAT class, from which all Firedrake simplices are subclassed. Given

some point coordinate in the form (x̂0, ...x̂dim−1) I have implemented10 the following:

1 def distance_to_point_l1(point)

2 # bary = [alpha, beta, gamma, delta, ...]

3 bary = [1.0 - sum(point)] + list(point)

4 # remove positive Barycentric coordinates. This doubles

5 # any negative Barycentric coordinates

6 no_pos_bary_double = bary-abs(bary)

7 no_pos_bary = 0.5 * no_pos_bary_double

8 # calculate L1 distance

9 l1_dist = abs(sum(no_pos_bary))

10 return l1_dist

Line 2 gives a Python list of the Barycentric coordinates, the first of which, α, always contains

the sum term. To calculate the L1 distance we could branch (for example with an if statement)

to identify and sum the negative Barycentric coordinates. However, we need to be able to

calculate this with a symbolic point in order to generate code. This cannot be done if the code

has branches. Instead we calculate it algebraically, as shown in the code.

For example, if we have a point (−1,−1) on the reference triangle. The L1 distance from

the triangle is 2.0. The Barycentric coordinates, from equations A.3.11 to A.3.12 are

# bary = [alpha, beta, gamma]

bary = [3, -1, -1]

Now we find the L1 distance:

# abs(bary) = [3, 1, 1]

no_pos_bary_double = bary-abs(bary) # [0, -2, -2]

no_pos_bary = 0.5 * no_pos_bary_double # [0 -1, -1]

# sum(no_pos_bary) = -2.0

l1_dist = abs(sum(no_pos_bary)) # 2.0

Firedrake also supports quadrilaterals and hexahedra which are not simplices but are built

as Cartesian products of the reference interval. In these cases, one calculates the L1 distance

from the reference interval for each dimension of x̂, then sums the results. For example, the

reference quadrilateral has vertices

P0 = (0, 0), (A.3.21)

P1 = (1, 0), (A.3.22)

P2 = (0, 1) and (A.3.23)

P3 = (1, 1) (A.3.24)

10though less verbosely than presented here
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and is made up of the cartesian product of two reference intervals (0, 1). This is the cell

upon which a quadrilateral tensor product element can be made: see Fig. 3.2. The point

x̂ = (1.5,−1.0) is 1.5 away from the cell as measured in L1. x̂0 = 1.5 is 0.5 away from the

reference interval whilst x̂1 = −1.0 is 1.0 away from the reference interval. Their sum, 1.5, is

the L1 distance.

A.3.2 Summary of DMSwarm ‘Fields’ at Time of Writing

In all, each point has the following pieces of information attached, each of which is embedded

in a DMSwarm field:

• DMSwarmPIC_coor: the Cartesian coordinates of the point,

• parentcellnum: the parent-mesh cell number within the local mesh partition (each rank’s

partition has its own cell numbering) as identified by Firedrake,

• refcoord: within the identified parent-mesh cell, the point’s location after transformation

to the reference cell local coordinate system,

• DMSwarm_rank: the MPI rank where the identified parent-mesh cell can be found (for

cells at boundaries between partitions, this is the unique non-halo rank),

• DMSwarm_cellid: similar to parentcellnum, but using PETSc’s DMPlex numbering as

identified by DMSwarmSetPointCoordinates when creating the DMSwarm,

• globalindex: the global index (a unique coordinate identifier),

• inputrank: the input rank and

• inputindex: the input index.

To support parent-meshes which are semi-structured Firedrake ‘extruded meshes’ [48], we also

store

• parentcellbasenum: the base-cell number corresponding to the given parentcellnum

and

• parentcellextrusionheight: the extrusion height relative to the base cell number.
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A.4 Appendix to Chapter 8

99 u_bot_old = Function(V_bot)

100 u_top_old = Function(V_top)

101 penalty_weight = 10.0 # Chosen experimentally to move the solutions together

102

103 for i in range(5000):

104 # Helmholtz problem on the top mesh

105 u_top = Function(V_top)

106 v = TestFunction(V_top)

107 f_top = Function(V_top)

108 x, y = SpatialCoordinate(m_top)

109 f_top.interpolate((1 + 8 * pi * pi) * cos(x * pi * 2) * cos(y * pi * 2))

110 # Couple poisson to helmholtz with interpolate (will do nothing on

111 # first iteration)

112 u_bot_in_V_top = Function(V_top).interpolate(u_bot, allow_missing_dofs=True)

113 # penalty moves our solutions together on the interface

114 penalty = inner(u_bot_in_V_top - u_top, v) * ds(3)

115 # surface term must be included on the interface, where it is nonzero

116 surface_term = inner(grad(u_top), FacetNormal(m_top)) * v * ds(3)

117 F = (

118 (inner(grad(u_top), grad(v)) + inner(u_top, v)) * dx

119 - inner(f_top, v) * dx - surface_term - penalty_weight * penalty

120 )

121 solve(F == 0, u_top)

122

123 # Poisson problem on the bottom mesh

124 u_bot = Function(V_bot)

125 v = TestFunction(V_bot)

126 # Couple helmholtz to poisson with interpolate

127 u_top_in_V_bot = Function(V_bot).interpolate(u_top, allow_missing_dofs=True)

128 # penalty moves our solutions together on the interfaces

129 penalty = inner(u_top_in_V_bot - u_bot, v) * ds(4)

130 # surface term must be included on the interface, where it is nonzero

131 surface_term = inner(grad(u_bot), FacetNormal(m_bot)) * v * ds(4)

132 # We hold our solution to zero on the other boundaries

133 bc = DirichletBC(V_bot, 0, [1, 2, 3])

134 F = (

135 (inner(grad(u_bot), grad(v)) - f_bot * v) * dx

136 - surface_term - penalty_weight * penalty

137 )

138 solve(F == 0, u_bot, bc)

139

140 # Check for convergence

141 if np.allclose(u_bot.dat.data_ro, u_bot_old.dat.data_ro) and np.allclose(

142 u_top.dat.data_ro, u_top_old.dat.data_ro

143 ):

144 break

145 u_bot_old = u_bot.copy(deepcopy=True)

146 u_top_old = u_top.copy(deepcopy=True)

Listing 19: Two-way coupling of a Helmholtz problem to a Poisson problem. This code should
be read as following directly on from the code in Listing 17. The weak_penalty_bc expression
introduced to the variational forms of each problem is 8.4.16.
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1 from firedrake import *

2 from mpi4py import MPI

3 import numpy as np

4

5 comm = MPI.COMM_WORLD

6 if comm.size < 2:

7 raise RuntimeError("This example requires at least two MPI ranks")

8

9 # (1) Here are some data points distributed across two MPI ranks

10 if comm.rank == 0:

11 data_coords = np.array([[0.0, 0.0], [0.0, 0.5], [0.0, 1.0], [0.5, 0.0],

12 [0.5, 0.5], [0.5, 1.0], [1.0, 0.0], [1.0, 0.5]])

13 data_vals = np.array([2.0, 2.0, 3.0, 1.0, 5.0, 6.0, -1.0, -2.0])

14 elif comm.rank == 1:

15 data_coords = np.array([[1.0, 1.0]])

16 data_vals = np.array([0.0])

17 else:

18 data_coords = np.array([]).reshape(0, 2)

19 data_vals = np.array([])

20

21 # (2) A mesh which has vertices at the data coordinates.

22 omega_data = UnitSquareMesh(2, 2, comm=comm)

23

24 # (3) Create a vertex-only mesh with the data coordinates

25 omega_v = VertexOnlyMesh(omega_data, data_coords, redundant=False)

26

27 # (4) Input the data, using the input_ordering property for parallel safety

28 P0DG_input_ordering = FunctionSpace(omega_v.input_ordering, "DG", 0)

29 f_v_input_ordering = Function(P0DG_input_ordering)

30 f_v_input_ordering.dat.data_wo[:] = data_vals # This is now safe to do

31 P0DG = FunctionSpace(omega_v, "DG", 0)

32 f_v = interpolate(f_v_input_ordering, P0DG)

33

34 # (5) Create a function space on m which has point evaluation nodes at

35 # the mesh vertices and interpolate from f_v with a permutation matrix

36 V = FunctionSpace(omega_data, "CG", 1)

37 I = Interpolator(TestFunction(V), P0DG)

38 # NOTE: we need our inputs and outputs to be cofunctions, since we use

39 # transpose interpolation as the inverse. If we choose l2 as our innter product

40 # for the riesz representation we retain the values of the cofunction

41 # coefficients as the function coefficients.

42 f_v_star = f_v.riesz_representation(riesz_map="l2")

43 f_data_star = Cofunction(V.dual())

44 I.interpolate(f_v_star, transpose=True, output=f_data_star)

45 f_data = f_data_star.riesz_representation(riesz_map="l2")

46

47 # (6) Optionally interpolate to a different mesh and function space

48 m2 = UnitSquareMesh(3, 3, quadrilateral=True)

49 V2 = FunctionSpace(m2, "CG", 2)

50 f2 = interpolate(f_data, V2)

Listing 20: Generic external point data input, as described in Sect. 8.4.2. Note that on
line 42 the Riesz representation could also be 'L2' since P0DG(Ωv) is ‘self-dual’ in the L2

inner product, i.e. cofunction basis coefficients are the transpose-conjugate of function basis
coefficients and I am using real-valued basis functions.
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1 from firedrake import *

2 import numpy as np

3

4 omega = UnitSquareMesh(40, 40)

5 U = FunctionSpace(omega, "CG", 1)

6

7 # Create line (0, 0), (1, 1) mesh with 10 cells

8 cells = np.asarray(

9 [[0, 1], [1, 2], [2, 3], [3, 4], [4, 5], [5, 6], [6, 7], [7, 8], [8, 9], [9, 10]]

10 )

11 vertex_coords = np.asarray(

12 [

13 [0.0, 0.0],

14 [0.1, 0.1],

15 [0.2, 0.2],

16 [0.3, 0.3],

17 [0.4, 0.4],

18 [0.5, 0.5],

19 [0.6, 0.6],

20 [0.7, 0.7],

21 [0.8, 0.8],

22 [0.9, 0.9],

23 [1.0, 1.0],

24 ]

25 )

26 tdim = 1 # topological dimension

27 gdim = 2 # geometric dimension

28 dmplex = mesh.plex_from_cell_list(tdim, cells, vertex_coords, omega.comm)

29 line = mesh.Mesh(dmplex, dim=gdim)

30

31 # RHS line forcing cofunction with 41 point evaluation nodes

32 P4CG = FunctionSpace(line, "CG", 4)

33 x, y = SpatialCoordinate(line)

34 f_l = Function(P4CG).interpolate(x * y)

35 I = Interpolator(TestFunction(U), P4CG)

36 v_l = TestFunction(P4CG)

37 L_l = assemble(f_l * v_l * dx)

38 L = Cofunction(U.dual())

39 I.interpolate(L_l, output=L, transpose=True)

40

41 # LHS Bilinear form

42 u = TrialFunction(U)

43 v = TestFunction(U)

44 a = inner(grad(u), grad(v)) * dx

45 # We hold our solution to zero on x=0 and y=0

46 bc = DirichletBC(U, 0, [1, 3])

47 u_sol = Function(U) # solution will be stored here

48 solve(a == L, u_sol, bc)

Listing 21: Forcing a Poisson problem with point sources at point-evaluation node locations on
a line mesh. The mathematical description is in Sect. 8.4.3, with the particular problem in Eq.
8.4.30. For results see Fig. 8.10.
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