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Why did the machine learning model go to therapy?



What are LLMs missing?

● Operates through chain of associations

● Gives an answer without considering or breaking it down into 
sub-problems.



Introduction

● Human thought can be characterized as a flowing stream such 

that human thought was more so like a distinct chain.

● Human decision making is often made by extended chains of 

thought.

● Subproblems are processed in detail with multiple cycles in 

the brain before assembling an answer together.

Credits
https://en.wikipedia.org/wiki/The_Principles_of_Psychology#Key_features
https://static1.squarespace.com/static/64448d809d13985b2c3a19e3/t/66d66d600dff4568e1b6c097/1725328738023/STaR___Self_Taught_Reasoner+%281%29.pdf

https://en.wikipedia.org/wiki/The_Principles_of_Psychology#Key_features


System 2 Thinking

● Reasoning 

● Slow

● Considerable cognitive resources

Credits:
https://static1.squarespace.com/static/64448d809d13985b2c3a19e3/t/66d66d600dff4568e1b6c097/1725328738023/STaR___Self_Taught_Reasoner+%281%29.pdf



Rationale in LLMs

Credits:
https://static1.squarespace.com/static/64448d809d13985b2c3a19e3/t/66d66d600dff4568e1b6c097/1725328738023/STaR___Self_Taught_Reasoner+%281%29.pdf



Rationale generations and rationalization

Rationale/Reasoning



What is STaR Method?

The questions and ground truth answers are 
expected to be present in the dataset, while the 
rationales are generated using STaR.

● LLM generates a rationale based on the 
question.

● Q, R, A structure: Question (Q), Rationale 
(R), Answer (A) is stored in a database.

● If the rationale is correct, it's added directly 
to the database.

● If incorrect, post-rationalization occurs: 
○ The model is provided with the 

correct answer.
○ It then generates a reasoning that 

would logically lead to this answer. 
● This newly generated rationale is added to 

the Q, R, A database.

Outer-loop Fine-tuning



STaR Algorithm
Input, Output

Given some rationale examples 
(how we get from x to y)

**parts in blue corresponding to rationalization.
**GPT-J – base language model



Methodology

❖ Rationale Generation Bootstrapping (STaR Without Rationalization)

➢ We are given a pre trained LLM M and an initial dataset of problems x (including answer choices if applicable) with correct final 
answers y.

➢ The technique starts with a small prompt set P of examples with intermediate rationales r. Like standard few-shot prompting, we 
concatenate this prompt set to each example in D which encourages the model to produce a rationale for input followed by an 
answer.

➢ We filter the generated rationales to include only the ones which result in the correct answer.
➢ We fine-tune the base model on this filtered M dataset, and then restart this process by generating the new rationales with the 

newly fine-tuned model.

➢ STaR can be seen as an approximation to an RL-style policy gradient objective.



Methodology

❖ Rationalization

➢ Apply rationalization to problems which the model failed to solve with 

rationale generation.

■ Provide the model with the correct answer as a hint. 

■ Ask the model to generate rationales consistent with the 

previous rationale generation approach. 

■ With the answer known, the model can reason backwards to 

create a rationale that aligns with the correct answer.



About STaR

❖ This work suggests that generating explicit rationales before giving a final answer is valuable for LLMs 

across diverse tasks including mathematical reasoning, commonsense reasoning, code evaluation, social bias 
inference, and natural language inference.

❖ This is a synergistic process, where improvements in rationale generation improve the training data, and 
improvements in training data further improve rationale generation.



Datasets & Results

Arithmetic: 

Prompt

Generated 
Scratchpad + 
Final Answer

During rationalization, correct answer is included after Target. Accuracy of n-digit summation



Datasets & Results

CommonsenseQA:

★ The multiple-choice commonsense reasoning task.
★ CQA contains a diverse set of questions which require commonsense reasoning ability building off of standard 

world knowledge, where human performance is 89%.



Datasets & Results

Grade School Math (GSM8K):

★ Grade-school-level word problems
★ Require two to eight calculation steps to arrive at a final answer.
★ For rationalization, the final answer is included in parentheses immediately after the question as a hint.



Discussion

Why Rationalization? 

➔ Allows a model to reverse-engineer a solution, or provides a heuristic for identifying whether each step 
makes the conclusion more likely. 

➔ It increases the size of the dataset by adding rationales for previously incorrect answers.

➔ Introduces alternative reasoning paths by conditioning on the correct answer.



Challenges

➔ The model can generate correct answers with flawed or irrelevant reasoning.

➔ Pre-existing biases in the dataset could be amplified through rationalization.

➔ Generated rationales might not always faithfully represent the model’s internal reasoning process.

➔ No guarantee that our results would generalize to larger models.



Because it had too many unresolved issues... but don't worry, with some self-taught 
reasoning, it’s learning to work through them!

Why did the machine learning model go to therapy?



thank you!


